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Visualization of Music – Reception and Semiotics 

Andreas Ingerl, Institut für Medien- und Kommunikationswissenschaft, TU Ilmenau, andreas.ingerl@tu-ilmenau.de 
Nicola Döring, Institut für Medien- und Kommunikationswissenschaft, TU Ilmenau, nicola.doering@tu-ilmenau.de 

Abstract. Music is primarily auditory but also includes visual elements such as: notation or mental images while hearing music. 
Music television like MTV or the visualization of music by visual jockeys (VJs) are further examples of combining music with 
images. However, not much is known about the interaction between auditory and visual representation and perception [1]. How can
graphic visualizations intensify or weaken the impression of music concerning entertainment or advancing a better musical 
comprehension? Are these visuals able to generate a mental model in the viewer’s mind, which corresponds to the attributes of the
musical source [2]? 

1. Introduction 

The idea of visualizing music goes back into human history. A 
relationship between patterns of sounds and patterns of colors 
has been known since ancient times. For example, Aristoteles 
picked up this relationship from China and India in his own 
work. Later, Leonardo da Vinci advanced the work of 
Aristoteles. Isaac Newton attached the seven-tone scale to the 
colors of his prism. The composers Franz Liszt and Max Reger 
created compositions connected with paintings. The best-known 
creation of “programme music” is Modest Mussorgskij’s 
“Pictures at an Exhibition” from 1874. Alexander Skriabin 
developed the Color Piano that led to the Color Light Music. 
Arnold Schönberg also added patterns of color into his 
compositions [3]. In the early 20th century Oskar Fischinger 
created several visualizations. He was 'cinema’s Kandinsky', an 
animator who, beginning in the 1920’s in Germany, created 

exquisite “visual music” using geometric patterns and shapes 
choreographed tightly to classical music and jazz [4]. 

In 1987 the music television channel MTV went on the air. In 
those days the music television was the most modern form of 
music visualization [5]. New possibilities for visualizing music 
were established around the millennium. During this time of 
high-potential innovations and Internet hype, many software-
products were created for VJs. In addition to classic light- and 
laser-visualization, computer generated visuals were now 
available for a mass of people. 

In 2001 a method for real-time visualization of music called 
“audx” was created and patented [6]. This software was the first 
that basically transformed MIDI (musical instrument digital 
interface) triggered musical impulses into visual images. With 
this software it is possible to transform for example the drums of 
a piece of music directly into visual pictures. This creates a very 

Figure 1: Different forms of music visualization 
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intense visual impression of the auditory beat. The effects of 
audx on the listener/observer remain to be scientifically 
investigated. 

Today a big community of Visual Jockeys (VJs) exists all over 
the world. Internet communities like vjcentral.com or vjnews.de 
show the most important and latest trends in this special sub 
culture of the music scene.  

2. Exposition  

2.1. Forms of Music Visualization 
There are many different forms of music visualization (see 
figure 1). Firstly, music visualization can be differentiated by 
form or function. The main forms are: “entertainment” (artistic 
visualization), “musical similarities” (showing the relation or 
similarity of several pieces of music) and “visualization of 
structure” (illustration of the composition) [7]. These forms deal 
with different content: the form of artistic visualization is the 
entertaining presentation of changing figures or graphics 
accompanying a piece of music. Analysing the structure of 
music connects different pieces of music by genre or style. So 
music can become comparable by showing the musical 
similarities. For example the software “MusicMap” possesses 
such options. For the visualization of structure the software 
“The Shape of Song” shows the composition of a piece of 
music. This possibility can be used in music education for 
example.  

On the other hand Rumi Hiraga and Noriyuki Matsuda structure 
music visualization into: “augmented score” and “performance 
visualization” [8]. These aspects are quite similar to the 
entertainment visualization and the visualization of structure of 
Juan C. Dürsteler. Mainly they wants to understand, analyze, 
and compare performances and their musical structures using 
their own prototype system. 

After all the best-known form of images accompanying music 
are music videos, like shown in music television. But a still 
growing culture of Visual Jockeys or media players like 
WinAmp or iTunes offer new forms of visualizing music. The 
entertaining and artistic visualization is the main interest of 
further research. For understanding this kind of visualization a 
specific classification is needed: “Videography”, for example 
Visual Jockey (VJ) who create visuals live to the music, 
“Algorithmic Visualization” like Apple iTunes or by using an 
oscilloscope and the “Real-Time-Visualization” of audio-events, 
for example by audx [6].  These three appendages of music 
visualization are selected for the further work, especially the 
Real-Time-Visualization. 

The visualization system audx uses real-time MIDI-impulses, 
which represent the character of music. For example, several 
elements of drums create a specific signal that is converted into 
a graphical element. Every auditory beat creates a corresponding 
visual “beat”. So the synchronism between music and 
visualization becomes very important. For example the drums of 
a band playing live music is triggered by MIDI impulses. 
Specific parts, like bass drum, snare, or hi-hat, send an impulse 
every time they are played and start a defined animation. The 
bass drum creates for example a growing circle that increases its 
size in a short period of time. So the beat is not auditory any 
more it also becomes visual. The control by the music is the 
main input device. The human just creates additional visual 
elements in an artistic way.  

An overview and examples for the different forms of music 
visualization are shown in figure 1. But after dealing with all 
that different kinds of music visualization it is important to 
distinguish between musical graphics and the presentation of 
musical staves, for example musical notation [9]. Music 
visualization is an artistic form of illustrating music, as an 
additional part of perceiving and representing music. 

Music visualization technique can be defined by two 
parameters: The form of visualization and the kind of control. 
The three forms “Videography”, “Real-Time-Visualization”, 
and “Algorithmic Visualization” are the most important for 
further work. The control can be done directly by the software, 
by the music input (e.g. MIDI), or by a human (VJ). Like shown 
in Figure 2 audx is mostly designed to be controlled by the 
music or a human and visualize music in real-time. Also other 
input-controls are possible. The software itself is just the 
managing- and output-tool for the visuals. Other software 
products have different settings. For example the algorithmic 
visualization is mainly controlled by the music input and the 
software, not or less by the human himself.  

Figure 2: Visualization-Matrix of Control and Form 

The shown classification will be verified and enhanced in future 
scientific research.  

2.2. Synesthesia and Semiotics 
A phenomenon closely connected with music visualization is the 
neurologically based phenomenon synesthesia. This means the 
transmission of sensory pictures or attributes from one sense to 
another [10]. Some people “see” colors or shapes associated 
with sound. For them music is not just an auditory experience. 
Alexander Skriabin described that every key is connected with a 
special color he could perceive when hearing the notes. 
However, there is not much scientific knowledge about 
synesthesia [11]. Many findings are introspections of 
synesthesists themselves and it’s complex to create findings that 
are not adulterated and comparable. Further, the reception of 
different synesthesists can differ [12]. Unfortunately it is not 
established yet how many people actually are able to “see 
music”. Synesthesia seems not to be a universal phenomenon 
neither can it be applied to everyone. So what must be done to 
create a universal visual language of music? First steps must be 
done to analyze if a semiotic of music may exist.  

Semiotics is study of signs, sign systems, and processes of signs. 
There are three important parts of semiotics: The syntax that 
describes the relation between signs, the semantic that is the 
relation between the sign und its meaning and the pragmatic that 
addresses the relation between the sign und its user and 
situation. First of all the relation between sign and music will be 
important for music visualization. But also the possible meaning 
of a sign, in this case the corresponding tone, beat or part of the 
music. Does the listener/viewer “understand” the sign as a 

Form:
Control:
Software

Control:
Human

Control:
Music

Videography -- possible possible

Real-Time -- audx audx

Algorithms -- possible possible
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representation of the music? This is also linked to the user 
himself and the situation the visualization is presented in.  

In his theory of signs Rudi Keller describes three different kinds 
of signs: iconic signs where content and expression is the same, 
for example a portrait, indicative signs where content and 
expression possess a natural relation, for example a signature 
and last symbolic signs where content and expression are 
arbitrary [13]. Indicative signs seem to be the most important 
form for visualization of music, but also symbolic signs must be 
used if users are able to learn the relation between the music and 
the signs.

The newly established “Bildwissenschaft” (“visual media 
science”) deals with visual information concerning the creation, 
processing, duplicating and reception of pictures, especially 
computer graphics and image processing [14]. 

So one of the main questions is, which part of the music can be 
visualized with which kind of sign? Which form of relation 
between tones and signs is already known and which can be 
learned? Experiments should clarify the mechanisms and rules 
of tone-sign relations.  

2.3. Research Questions and Methods 

Today not much is known about the influence of visual 
perception on auditory perception and information processing 
[1]. There is much more scientific work on speech and music 
than on pictures and music [15]. The research field of musical 
reception is mostly treated by music or cultural studies, by social 
or psychological studies and by media and communication 
studies [16]. From a practical and technological point of view 
media designers are also concerned with the visualization of 
music. Many diploma theses and class papers are currently 
prepared at several design universities.  

Visual perception doesn’t work phenomenal. The viewers 
construct their own reality [17]. But also reality could be 
constructed if music and visualization correspond and increase 
for example the emotional impact of music. A visual stimulus 
can be added to an auditory stimulus and both will be mixed in 
reception and interpretation. The utility and reception of music 
visualization (especially the Real-Time-Visualization) in 
different user-groups is evaluated socio-scientific in a research 
project. Hans Neuhoff writes that many media-reception 
theories also work with music reception research, for example 
the Agenda-setting theory that describes the relation between 
mass media and public opinion. Transferred into music 
visualization research this theory may prove the relation 
between two pieces of music, with and without music 
visualization, concerning its publicity. For example today every 
new song needs to have a music video to be successful. Further 
the psychological theory of priming could be used. This means 
that the continuous repetition of specific stimuli increase the 
effectiveness of reception. Therefore conditioned visual stimuli 
can perhaps increase the reception of music especially when 
visualizing important parts of music, for example the beat. Hans 
Neuhoff also describes the Social Cognitive Theory that 
purchases with the adoption of new behaviors. This could be a 
theory to proof the possibility of learning the created forms of 
music visualization [18].  

Music television, media players or perhaps also VJ shows have 
become part of our society. But are these forms of music 
visualization well-established and how are they perceived? If the 

different user-groups are familiar with various forms of 
visualization or using them in their every day life is examined 
by oral and written surveys. Basic impact dimensions (e.g. 
visualization as supporting or disturbing auditory perception) 
and the effects of single graphical elements are proved in 
laboratory experiments using the audx-system (e.g. the 
systematic illustration of tone and pitch in visual forms and 
colors, like a high tone pitch is connected with bright color and a 
deep tone pitch with dark color) [19]. Finally, based on the 
audx-system, the effects of two-dimensional visuals (e.g. 
computer screen) and three-dimensional visuals (immersive 
virtual ambiance) are compared. 

3. Conclusion  

Visualizations of music often aim at generating a mental model 
in the viewer’s mind, which accords to the attributes of the 
source [2]. In this case the music is the source and the aim is to 
represent the source using visual and design methods. The 
specific sources can be: theoretic impulses (Algorithmic 
Visualization), artificial or artwork impulses (Videography) and 
music controlled impulses (Real-Time-Visualization).  

Different qualities of the visualization of music can be 
differentiated: Is it expressive, effective and suitable [20]? 
Expressivity means the direct playback, efficiency the optimal 
and meaningful usage of visual presentation and suitability the 
technical effort to generate the elements. When visualizing 
music these three factors must be analyzed and transformed in 
real-time without any delay, for example the impulses of drums. 

The presentation gives a systematic overview of the latest 
methods of music visualization and introduces the patented real 
time visualization with audx. Empirical research questions on 
the uses and effects of audx are discussed. A first model of a 
"semiotics of music visualization" is presented and an 
experimental research design is introduced. The experimental 
design follows up on the work of Robert Melara. It evaluates the 
interaction between tone pitch and color. A high tone pitch is 
connected with bright color and a deep tone pitch with dark 
color [19].  
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Same sound – Different meanings: A Novel Scheme for Modes of 
Listening 

Kai Tuuri, Manne-Sakari Mustonen, Antti Pirhonen 

Department of Computer Science and Information Systems, 

P.o. Box 35, FI-40014 University of Jyväskylä, Finland 
{krtuuri, msmuston, pianta}@cc.jyu.fi 

Abstract. This paper is grounded on the multimodal listening hypothesis, which suggests that listening is a multi-focused process 

based on multiple distinct, environmentally shaped activating systems and listening strategies. Different modes of listening can 

operate concurrently complementing each other with different perceptual perspectives. In sound design, the potential of this 

hypothesis lies in its ability to account for the heterogeneity of different, even contradictory levels of interpretations, meanings and 

emotions evoked by the same listening experience. In this paper the theoretical basis of listening modes is further analysed and 

reflected upon in the context of sound design. We propose a comprehensive scheme of eight modes of listening (reflexive, 

connotative, causal, empathetic, functional, semantic, critical, and reduced) accompanied by examples of their significance in sound 

design for user-interfaces. 

1. Introduction 

In contrast to hearing, listening is an active process that provides 

a means to pick out information for our needs from the auditory 

environment. It is usually associated with voluntary attention 

and focusing on something. At present, a reasonable amount of 

studies exist concerning the area of auditory perception [see 1]. 

However, psychoacoustic models in which perception is built up 

from low-level perceptual atoms are inadequate for 

understanding creation of meanings. In most cases we do not 

perceive sounds as abstract qualities; rather, we denote sound 

sources and events taking place in a particular environment (e.g. 

dog barking) or we concentrate on some other level of 

information. Apart from a few examples in previous literature, 

modes of listening have received surprisingly little attention. 

Listening is highly multimodal activity in nature. 

Multimodality of listening means that there are several distinct 

strategies to listen. It is a distinction of listening strategies and 

perceived experiences, not a distinction between sounds - 

although some sounds encourage the use of certain modes more 

strongly than others. Each mode of listening considers its own 

source of information in the auditory stimuli either with or 

without its context. The same sound can essentially be listened 

to with different kinds of attention and with different outcomes. 

Despite their separate nature, modes can and often do operate 

concurrently complementing and influencing each other. 

How many ways can we listen to the same single sound? 

The process of listening to speech provides an example of a 

variety of perceived meanings. In addition to the conventional 

(linguistic) meaning of speech we can focus on listening to a 

speaker as a sound source (e.g. gender, age, dialect, emotional 

state). Or we can concentrate on the interactive nature of speech 

in a conversational context (e.g. getting attention, approving, 

encouraging). We can also pay attention to the qualities of 

speaker’s voice (e.g. timbre, melodic contour, rhythm). Such 

meanings can even be perceived as contradictory e.g. when non-

verbal cues in speech do not match with the verbal content. 

The exploration of the multimodality of listening 

experiences promotes a better understanding of how meanings 

can be conveyed in effective sound design. This is our primary 

motivation to study this subject. In the following text previous 

accounts of the modes of listening are reviewed and then a 

revised account is proposed and detailed with examples.  

2. Previous accounts of listening modes 

2.1. Everyday listening  
Our everyday listening is not focused on sounds. Instead, we 

usually hear sound sources: actions and events that cause 

sounds. We hear footsteps on a sidewalk, a car passing by, 

breaking of glass etc. We might also try to figure out how far 

and in what circumstances these events happen as we use 

listening to outline our environment to support our actions. This 

source-orientated mode of listening seems to be so effortless that 

we are not conscious of it. Listening studies by Vanderveer, 

Ballas and Gaver [2] show evidence that subjects indeed tend to 

describe a sound by its source or an event that caused it. In the 

case of ambiguous sounds, confusion and misidentifications are 

argued to be based on similarities in the mechanical structures of 

source events (such as “hammering” and “walking”). From the 

perspective of ecological (gibsonian) perception such confusions 

relate to shared properties in the affordance structures of various 

sound events. [3] In such cases, additional contextual 

information is required to confirm the denotation of the sound 

source.  

The automatic nature of source-orientated listening and the 

phenomenon of ambiguity is frequently exploited in Foley-

tradition of sound design [4] by framing non-authentic but 

believable (i.e. affordable) sounds persuasively into a suitable 

narrative context. As a part of the craftsmanship of a sound 

designer is required to identify essential components of sound 

which can convey a desired narrative effect (e.g. denotation of 

an event in a fictional environment). The freedom to use non-

authentic sound sources gives a designer a much wider range of 

possibilities to suitably enhance an audience’s experience. In 

contemporary audiovisual narration, even source-visualised on-

screen sounds are often produced or treated artificially.  

2.2. Reduced and musical listening 
Possibly the earliest explicit mention of the modes of listening 

in previous literature can be found in the work of Pierre 

Schaeffer [5]. He proposes a distinguished reduced mode of 

listening by which we intentionally divorce the phenomena of 

sound from any functions as a medium of signification. An 

objective listening perspective was created to manage and 

handle sounds as abstract and fixed objects (objet sonore) for 

composition purposes of the musique concréte tradition. In 
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Schaeffer’s phenomenology, reduced listening is a mode where 

the sound (and its qualities) is perceived per se resisting any 

claims about the exterior world. Such a totally abstract and 

“meaningless” perception of sound is of course a purely 

theoretical concept, and Schaeffer’s work has received criticism 

as such [6].  

Gaver’s distinction of musical listening as opposed to 

everyday listening [2] shares essential similarities with the 

definition of reduced listening. Schaeffer’s thoughts highlighted 

the fact that sounds from the everyday world can be used and 

listened to musically. The mode of musical listening is not 

intended to be restricted to sounds defined as music. Gaver thus 

recognises the “cross-referential” nature of different modes; it is 

possible to listen everyday auditory environments as music (e.g. 

attending to pitch contours and rhythm) and conversely possible 

to listen to musical performances in terms of causality and 

sound sources (e.g. separating different instruments or stems). 

Therefore as a term, musical listening can be misleading 

because music can be listened to in various modes – not just as 

abstract structures. Reduced listening can be referred to as 

musical listening only when listening process is concerned with 

musically determined qualities and structures. 

However, the reduced mode of listening was later applied to 

film sound design by Chion [7]. Here the listening experience 

was objectified, by voluntarily resisting the natural denotation of 

a sound source or its meaning. By concentrating on the sound 

itself, sound designers could “open their ears” to the abstract 

qualities of sound. In this way, more creative or effective ways 

to utilise sound in narrative or artistic context became possible. 

The idea of reduced listening stresses the (analytic) perspective 

in which it is more important to understand what the sound 

sounds like than how it has been produced (see e.g. Foley 

tradition). Unlike Schaeffer, Chion puts forward the idea that 

reduced listening is more of a tool for analytic discovery of 

sound beyond its evident denotative meaning.  

Both Schaeffer’s and Chion’s views are concerned with 

acousmatic situations [5,6,7] where the actual cause of sound is 

hidden from listener. This is indeed the case with mechanically 

reproduced and transmitted sounds e.g. telephone, radio and 

recordings. Acousmatic sounds thus permit more freedom of 

imagination for a listener to form a sound-only based perception 

and allow sounds to be composed artificially often by combining 

a variety of natural or non-natural sources. Acousmatic 

situations however do not automatically encourage reduced 

listening. Chion suggests that they can even intensify the 

motivation for everyday listening (i.e. causal listening, see 2.3.) 

when the visual support is removed [7].  

2.3. Three listening modes of Chion 
In his book Audio-Vision, Michel Chion was the first to 

introduce a more comprehensive scheme for modes of listening 

[7]. It consists of causal, semantic and reduced modes (see 

Figure 1). Two of them, causal listening (i.e. everyday listening) 

and reduced listening, were discussed above. The third mode, 

semantic listening, focuses on conventional meanings that the 

sound might represent by code, language or habit. As causal 

(everyday) mode of listening refers to ecologically-orientated 

evident1 denotations, there was indeed a place for a mode that 

addresses socio-culturally shaped and learned (symbolic) codes. 

Spoken language is the most obvious example of cultural 

convention, but semantic listening can refer to anything which 

                                                
1

Evident meanings, as defined by C.S. Peirce, are referred to as iconic

and indexical relations of a sign and the object it refers to [8].

creates a meaning for a sound that is not “literally”2 there. 

Examples could range from exact rule-type codes (e.g. Morse 

code) and natural languages to more passively learned pragmatic 

habits (e.g. an applause after a performance) or conditioned 

associations (e.g. an ambulance siren). Many codes are so deep-

rooted in the form of dispositions or habits, that they appear 

almost innate to us.  

Figure 1. Three listening modes formed on the basis of Chion’s 

classification [7] 

Chion’s scheme of listening modes is quite well known and it 

has proven its usefulness for sound designers. It is 

comprehensive and has broad categories that are easy to 

understand. However, it fails to capture more refined 

distinctions between clearly separate modes of listening, which 

will be covered later in this paper in the form of a revised 

model. Nevertheless, Chion’s scheme forms the basis for our 

development of a more detailed scheme. 

2.4. Activating systems 
David Huron has suggested a six-component theory of auditory-

evoked emotion. Despite his primary interests in emotions, his 

theory forms a relevant perspective to the modes of listening. 

Huron assumes a bio-cultural perspective on emotions as 

adaptive behaviours expressed within and shaped by an 

environment. Six activating systems are determined (see Table 

1). These are evolved to serve specific functions and they all are 

capable of operating concurrently and evoking various 

emotional states. [9]  

We assume that activating systems are not restricted to 

evoking emotions only, but in a similar way they can evoke 

other kind of meanings. Besides the denotative system which is 

linked to causal listening, the rest of the activating systems 

concerns novel and complementary perspectives to listening 

modes. 

                                                
2

By literal meanings we refer to ecologically inferred denotations, such 

as “meow” means a cat object.
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Table 1. Brief summary of activating systems [9] 

Reflexive system Fast physiological responses  

Denotative system Processes which allow listener to 

identify sound sources 

Connotative system Processes that allow listener to 

infer various physical properties 

and passively learned associations 

(e.g. from temporal patterns) 

Associative system Arbitrary learned associations 

Empathetic system Allows the listener to perceive 

cues that signals someone’s state 

of mind (an agent causing the 

sound) 

Critical system Reflective self-monitoring 

concerning the verification of 

perception and the 

appropriateness of one’s 

responses 

2.5. Functional perspective 
Every sound which is intentionally used for some purpose has a 

specific function. When a listener answers a question “what is 

the purpose of that sound?” she defines the perceived function 

of the sound that is used in a particular context. We might 

become aware of the functions e.g. when the sound is perceived 

as a fire alarm, or when we feel music suitable for relaxing 

purposes, or when we perceive a sound effect as a transitional 

cue in audiovisual narration. The functional perspective of 

sound was explored in previous literature e.g. by Hermann and 

Ritter [10], and Jørgensen [11] who has examined the functional 

aspects of game audio. Roman Jakobson’s model of 

communicative functions [12] is also related to this perspective. 

Sound as a function can be seen as a pragmatic frame for 

meaning. The way that sound appears in a functional context 

affords a certain perspective to the process of interpreting the 

meaning of sound. The procedural chain of events, actions and 

causalities in a situation can give an indicative meaning even to 

a “meaningless” beep.  

Although the sound itself can suggest the purpose of its use, 

perceiving the function of sound requires an awareness of 

context. The context concerns equally the situational factors as 

well as the listener’s past experience on similar functionalities. 

The perception of a function is often related to a certain 

framework of common habits (e.g. habits of non-verbal 

interaction, conversation, musical performance, audiovisual 

narration or different user interfaces). The function of sound is 

particularly important in practices of interactive communication.  

Functional semantics of sound can be seen as a distinct level 

of meaning which indicates and/or promotes a functional 

purpose of sound. It is indicated by the situational context but 

can also be indicated by the sound. For an example; let’s 

consider the spoken word “dad”, whose “pure” verbal meaning 

of word is carried by the sound. If we shift our attention to the 

source of sound we can tell that it is a voice of a child. As we 

concentrate more on the voice and the way the word was spoken 

(prosodic qualities of voice), we can guess that a child is 

demanding attention from her dad. She is definitely not just 

mentioning the word “dad”. The attention-demanding function 

of this utterance can even be perceived without understanding 

the verbal content. 

3. Hierarchical account of listening modes 

Previous accounts of listening modes have been incoherent and 

limited in their scope Therefore, we have formulated a new 

scheme. We have applied various relevant perspectives in order 

to form a more detailed and comprehensive outline of the 

listening modes. It is intended that this new outline will be 

utilised by audio designers and tested by audio researchers.  

The basis of our pursuit of new categories is Chion’s 

determination of three modes. One of the obvious shortcomings 

of the original scheme was its inability to consider connotations 

of sound. For the sake of interactive communication, we believe 

that perspective of functions of sounds deserves attention. 

Furthermore, activating systems introduced by Huron [9] offers 

relevant perspectives for developing a new scheme. 

We propose a novel, hierarchical scheme of modes of 

listening (see Table 2) which consists of two pre-conscious 

modes (reflexive and connotative), two source-orientated modes 

(causal and empathetic), three context-orientated modes 

(functional, semantic and critical) and a reduced mode. The 

order of modes implicates their level of cognitive abstraction 

from low to high. 

3.1. Reflexive mode of listening  
In reflexive listening the focus is on automatic and fast audio 

evoked responses. Huron mentions various reflexes [9] 

including orientating response, startle response, defence reflex 

and reflexive responses that relates to expectations, habituation, 

sensory dissonance and attention. These responses resist 

conscious mediation, so in a strict sense this category cannot be 

considered as a pure mode of listening as it is impossible to 

control or focus on automatic reflexes themselves. In any case, 

reflexive responses represent clearly an important way by which 

meanings and emotions can be evoked by sounds. 

3.2. Connotative mode of listening 
In connotative listening, the focus is on early associations that 

the process of listening pre-consciously evokes. These 

associations are references made by similarity to past 

experiences of a listener, prior to any reasoned denotations. A 

French semiotician Roland Barthes [13] has concluded: 

“…denotation is not the first meaning, but pretends to be so…”. 

He implies that even though it appears that we can reason a 

denotative meaning instantly, it is only an illusion because we 

have already made a number of connotative associations. 

Denotation can then be defined as a “final”, more reasoned 

connotation. The important thing about connotation to realise is 

that besides denotative meaning, various connotative meanings 

can arise from the arsenal of excess associative “building 

material”. 

At the most primitive level, connotative processes permits a 

listener to infer various physical properties of sound. These 

properties can indicate perceptual information concerning the 

sound source and environment: size, material, energy, proximity 

and excitation. Connotations can also be evoked from certain 

mechanical structures of source events (e.g. temporal patterns 

that evokes a “galloping-like” meaning) even if the sound source 

has nothing to do with what it connotates. [9] Besides the 

physical and ecological environment, associative cues can also 

relate to arbitrarily learned cultural experiences. For that reason 

we propose that the connotative mode of listening is not only 

linked to processes of connotative but also to processes of 

associative activating system. 

Like the reflexive mode, the connotative mode of listening is 

involuntary in nature. Therefore focussing on connotations can 

be somewhat established by mentally exploring free associations 

and voluntarily resisting denotations.  



16

Same sound – Different meanings: A Novel Scheme for Modes of Listening 

- 4 - 

Table 2. Summary of the revised scheme of listening modes with examples 

Type: Mode: Questions: Example: 

Loud sound of train whistle (in a movie) 

Pre-conscious 

modes: 

Reflexive Did you notice any reflexive responses 

triggered by sound? 

Startle response!! It alarms and grabs an 

attention. 

Connotative Can you describe what kind of freely 

formed associations listening immediately 

evoked? 

Big...strong...lots of power...close proximity 

...screeching...air blowing..whistle..scream... 

....old steam trains....western movies.... 

Source-orientated 

modes: 

Causal What could have caused the sound?  It´s a train. Critical second thought: the 

sound comes from the TV. 

Empathetic Does it feel that sound signals someone’s 

state of mind or intentions? 

Whistle sounds feels desolate and angry. 

Context-orientated 

modes: 

Functional What was the purpose of the sound? What 

function does the context indicate? 

The driver signals train’s departure. Critical 

second thought; sound is used as transitional 

cue between scenes (just before a visual cut 

to railway station). 

Semantic Does the sound seem to represent any 

symbolic/ conventional meanings? 

The whistle represents pain... of a suffering 

man (by replacing his scream) 

Critical Was the sound suitable for the situation? 

Did you understand it correctly? 

Ah, no panic. That sound belongs to the 

movie. It was a cliché but quite effective. 

Quality-orientated 

mode: 

Reduced Can you describe the properties of the  

sound itself as objectively as possible? 

Sound is high-pitched and loud. A big 

contrast against quiet earlier scene. 

3.3. Causal mode of listening 
In causal listening the focus is on denotation of the source of 

sound and determination of an event that caused the perceived 

sound. This mode of listening is derived from the scheme of 

Chion (see 2.1 and 2.3.). This mode is also directly linked to 

denotative activating system. Causal listening is often referred to 

as a mode of common everyday listening.  

3.4. Empathetic mode of listening 
In empathetic listening the focus is on cues that could signal 

someone’s state of mind. Empathetic mode of listening is thus 

directly linked to the empathetic activating system [9]. It is 

closely related to causal listening, in the sense of considering the 

possibility of a human or animal as a sound source or cause of 

sound. It is also related to connotative listening in the sense of 

potential auditory evoked associations (e.g. from intensity or 

certain rhythmic pattern) which can refer to emotional states, 

intentions or even communicative functions. For example 

listener can recognise a sad or nervous voice. On the other hand, 

listener can perceive e.g. a loud slamming (lots of energy) of a 

door as a possible expression of anger. 

3.5. Functional mode of listening 
In functional listening the focus is on the purpose of a sound in 

its context (see 2.5.). This mode considers the possibility that the 

sound is used for some specific function, which is pragmatically 

indicated by a sound in relation to the context. In the domain of 

non-speech auditory cues, a perceived function can be e.g. 

attention-demanding, alarming, orientating, approving, 

prohibiting, marking, prompting, giving a feedback or noticing.  

3.6. Semantic mode of listening 
In semantic listening the focus is on denoting any conventional 

meanings that a sound might represent.  This is the second mode 

of listening which is derived from the scheme of Chion (see 

2.3.). By semantic listening lower-level meanings are also 

reorganised for conventional reasoning to take cultural context 

(habits, codes) into account.  

3.7. Critical mode of listening 
In critical listening the focus is on the reflective judgement of 

auditory perception. As a mode of listening, it applies the idea of 

Huron’s [9] critical activating system. Critical listening concerns 

appropriateness or authenticity of sound in a given context. It 

also considers the appropriateness of one’s responses. That 

includes judgements of possible misunderstanding, deception, 

false urgency or generally the need to be concerned with the 

sound. Additionally, at its highest level, critical judgements can 

be based on aesthetical dispositions. 

3.8. Reduced mode of listening 
In reduced listening the focus is on the sound itself and its 

qualities. This is a third mode of listening which is derived from 

the scheme of Chion (see 2.2. and 2.3.). The examination of 

sound phenomena itself requires that a listener is consciously 

resisting any denotations of a sound source or its meaning. This 

mode of listening is thus exceptionally voluntary and very likely 

requires high-level cognitive abstraction.

4. Observations from a case study  

For a few empirical observations of modes of listening, we 

present some examples from a group panel discussions of our 

earlier case study (see Pirhonen et al. [14] which addresses the 

development of the design panel methodology). Although the 

panels were not originally conducted for the study of the 

listening modes, and during the panel sessions the listening 

modes were not considered, some examples can be pointed out. 

In the study, the designing of user interface sounds were studied 

in a series of group panel discussions. A group of panellists 

carried out design tasks in an iterative fashion; first for idea 

generation and then for evaluation of the designed outcome. The 

target of sound design was the user interface of a physical 

browsing application [15] used in a bicycle exhibition. Each 

panel session had different tasks and goals. The examples, 

relevant to this study, consider a warming-up task from the first 

session and sound evaluating tasks from the third panel session. 

Before the actual design tasks, which was the purpose of our 

panel sessions, the moderator played some soundscape samples 

to the panellists and after that panellists discussed what they 

heard. These soundscape tasks were conducted to “open the 

ears” of the panellists.  

The first soundscape sample was recorded in a bird watch 

tower during morning hours. The panellists described the 
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environment by the objects causing sounds, such as birds, wind 

humming in the trees, distant road humming (causal listening) 

and by connotations and by descriptions such as “trees sound as 

green as in our summer cottage in the relaxed summer morning, 

birds sound happy” (connotative and empathetic listening). The 

sounds of the distant motorway were considered as not suitable 

to the otherwise relaxed atmosphere (critical listening). 

The other listening sample was little walkthrough from an 

elevator to a silent entrance hall, and from there into a noisy 

rush hour restaurant. Panellists described the entering from 

silent room to the noisy restaurant as a defence-reaction evoking 

event; the sound-mass of the restaurant was described as angry, 

scary and stressing rush-noise (reflexive, connotative and 

empathetic listening). The noisy environment was also described 

as unapproachable and unpleasant (critical listening). The 

moderator told the panellists before the sample that in the 

beginning there is a bit noise due to the recording technique. 

That was actually not true, the recording was clean. We 

observed that this additional task orientation of considering 

some inappropriate sounds affected the listening experience of 

the panellists. On this second task they were generally more 

critical and analytical listeners and described e.g. the humming 

and clicking sounds (of the elevator) and considered their 

appropriateness, whether the sound was original or an error of 

the recording. 

After the ear-opening tasks, the group started the actual 

design tasks for that panel session. First the panellists 

familiarised themselves with the application by listening to a use 

scenario in the form of radio-play narration. Actual events-to-

be-sonified (successful activating of a physical link, process of 

loading, loading ready) were clearly indicated in the story. 

Secondly, candidate sounds were played alone sequentially for 

each function and the most promising sounds were voted to go 

through to the next phase. The third phase of the panel session 

was that the sounds were played within the radio play, so that 

the panellists obtained a more holistic experience of the use 

situation, and heard the nominated UI-sounds connected to the 

procedure of the use scenario. 

When the sounds were played alone, they were mostly 

judged by the criteria of subjective satisfaction and connotations 

like  “this sound is not good, I do not like it, it sounds too lazy” 

etc. or “this is good, happy sound, I like it” or “it was good, 

snappy and attention grabbing sound, suits for the function”. 

Some sounds were voted to go through to the next phases, others 

were rejected. One example of the rejected sounds was rattling-

like sound which was designed to indicate the loading process. 

When the sound was judged alone, it was considered as irritating 

clacking of teeth when feeling cold, and one panellist said that it 

reminded her of an annoying little boy with a ratchet 

(connotative, causal, empathetic and critical listening). The 

sound was rejected as too annoying and not suitable for the 

context. 

In the next phase the panellists heard the radio play again, 

this time with the selected UI-sounds played within the story. 

Now, as the panellists were more immersed in the functional 

context and able to experience the whole situation procedurally, 

some of the earlier judgements changed. Some sounds that were 

judged as effective in the second phase were no longer 

considered suitable for the context, and some rejected sounds 

were asked to be elevated again. A more important factor than 

the subjective effect of the sounds was the match with sonic 

functions and events. During this last phase, the rejected rattling 

sound was now judged as the top-rated sound as an indicator for 

the loading process. Now the same sound was described as 

sound of small cogwheels, indicating the function of something 

happening, rather than the annoying ratchet or teeth chattering. 

This example indicates how the functional context provides a 

crucial part of understanding the sound. 

5. Listening modes and the current design 
paradigms of user interface sounds 

In the research field of auditory cues in user interfaces (UI) there 

has been only little discussion concerning the multi-faceted 

meaning construction described in this paper. In 1994, the 

workshop report of CHI’94 discusses that “A more central 

concern was how to effectively convey information with non-

speech auditory cues. Sounds can be interpreted at several 

levels…Current user interfaces have not yet addressed this in 

deeper expressive level in their use of sounds.” [16]. Despite the 

early recognition of the problem, it has not been widely 

considered within the research paradigm of UI-sounds. 

In this paper we proposed a novel scheme for the modes of 

listening, which comprehensively binds together somewhat 

scattered discussions of earlier literature that concerns the issue. 

Listening modes play an important role as a tool for sound 

design. As we can listen to a sound with various forms of 

attention, the process of sound design must then concern 

auditory signs from various perceptual perspectives, in order to 

ensure consistent support for common communicative goals. 

The worst case design scenario would be that different listening 

modes evoke contradictory meanings (e.g. function implies an 

alarm sound, but the major chord invokes positive or happy 

connotations), or when the sound is experienced as annoying 

despite its perceived relevance in the context. 

To demonstrate the relevance between sound design and 

perspectives of different listening modes, let’s first examine two 

seemingly opposite design paradigms of user interface sounds: 

earcons and auditory icons. Earcons are defined “…as abstract, 

synthetic tones that can be used in structured combinations to 

create sound messages to represent parts of an interface.” [17]. 

The symbolic relationship between the sound and its meaning is 

seen beneficial as sounds do not have to correspond to what they 

represent [18]. Meanings are thus arbitrarily coded and therefore 

learning of specific codes is required prior to effective 

understanding. It seems that the philosophy behind current 

earcon design is related to information theory [19] with implicit 

assumption of the role of sound as a carrier of coded 

information. Current earcon design guidelines consider sound by 

emphasising psychoacoustic phenomenon on how sound may be 

masked or how sound stream can be segregated (judgements on 

timbre, register, rhythm, concurrent sounds etc.) [20]. These 

channel-orientated perspectives and considerations of channel-

noise factors (e.g. masking) further emphasises the information 

theory based view of communication.  

The paradigm of auditory icons, conversely, relies on 

iconicity and the ecological perspective of auditory perception 

[21, 3]. This essentially means that when listening we naturally 

pick up recognisable parts from the auditory stimuli. Relations 

between sound and its meaning are based on similarities with 

familiar aspects of our everyday environment. They can be 

denotations of sound sources or partial indicators that point to 

some mechanical properties of a sound causing event. In sound 

design, similarities can also be used in a metaphorical way. The 

most important difference to the earcon-paradigm is that the 

design of auditory icons is more focused on how the sound 

itself, by resemblances, motivates the meaning-creation. Just as 

in the traditional film sound design, meanings appear to be 

motivated by the sound.  

We can conclude that the earcon-paradigm is concentrated 

mainly on two modal perspectives: semantic mode (extreme 

requirement of code) and reduced mode (sound is supposed to 

be heard as musical parameters). The design of alarm sounds 
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additionally concerns reflexive mode of listening. On the other 

hand the auditory icon paradigm is determined on perspectives 

of causal mode (source recognising), connotative mode 

(physical property indicators of an event) and in some sense also 

functional mode (meanings of sounds shares iconic similarities 

with the event it represents in application). We thus find that the 

distinction between earcons and auditory icons is not intended as 

a distinction between UI-sounds themselves. In fact, that 

categorisation seems to be more related to which modes of 

listening are adopted for the paradigm in question. In light of 

listening modes, earcons and auditory icons are to be considered 

as design paradigms – not as necessary distinct types of UI-

sounds. The cross-related nature of listening modes allows for 

the consideration of different design paradigms in tandem.  

Indeed, an optimally designed earcon can also utilise its 

expression with e.g. iconic and affective levels of meaning with 

cues to some familiar qualities or habits of the experienced 

world - even when an abstract form of expression is chosen.  

6. Conclusions 

We feel that our own main contribution of this paper is the 

systematic review and synthesis of listening modes, and within 

the proposed scheme the inclusion of an explicit functional 

mode of listening. We argue that the purpose of sound in a 

functional context is an important factor in interaction design

within user interfaces. Firstly, every user interface design must 

address the role of a sound in interaction. Secondly, the 

perceived function of sound in a situational context represents 

itself as an important class of meanings. A user can get context-

derived indications to suitably interpret even a “meaningless” 

beep, not to mention sounds that convey some additional 

semantic support for the appropriate interpretation of meaning. 

We can find that the two classic design paradigms discussed 

above (earcons & auditory icons) are deterministically more 

concerned with the semantic aspects of UI-sound element itself 

– not the aspects of how the sound is used in the functional 

context of UI. The complementary perspective we propose is 

more procedural in nature; in this approach it is more important 

how meaning is created in a given context than what the 

meaning is per se. Functional semantics of sound is based on 

tacit reasoning and pragmatically evoked semantics.

The general process of sound design for a user interface, at 

least implicitly, should begin with exploring the relevant 

communicative purposes of sound in UI-interaction. The 

outcome of that meta-design process will be a list of functions of 

sounds referring to various events and processes taking place 

when user tasks are performed. By analysing those functions 

within those scenarios and situations, a designer can find 

associative ideas for relevant functional semantics for the actual 

sound design.  

The scheme for modes of listening, which is presented in 

this paper, is intended to open a discussion concerning the topic. 

Also this study is to be seen as compiling a review of various 

aspects concerning the complex scheme of meanings inferred 

from sound. The new perspective, the functional mode of 

listening, is the most prominent contribution from the 

perspective of audio interaction design and research. The 

observations from our case study support our assumptions. 

Nevertheless, more empirical evidence should be gathered to 

validate the appropriateness of modes of listening for user 

interface design. Sound design cannot afford to overlook the 

diversity of meanings and the affective responses that the sound 

evokes in the context of its use. As a conceptual model, the 

proposed scheme of modes of listening can guide the designer to 

find answers to that challenge. 
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Abstract. In this paper we study the relative percept of annoyance generated by synthetic auditory stimuli. The factors influencing 
noise-induced annoyance remain somewhat vaguely defined in perception studies, even though such annoyance is a common and 
pervasive problem in contemporary life – one that bears significant health and financial/societal burdens. We describe an experiment 
wherein we rank perceived annoyance using a stimuli set of 24 synthetic, one-second sounds on sixteen subjects. Six types of audio 
samples were each presented at four different SPLs – 50, 60, 70 and 80 dB. Subjects were presented with pairs of test tones and
asked to answer which of the stimuli was more annoying, using a two-interval, two-alternative forced choice (2I-2AFC) protocol.
Despite the fact that subjects were not prompted with a definition of annoyance, responses were, in general, consistent. Results
predictably showed a correlation between perceived loudness and annoyance in this range of presentation level; however, even 
though loudness was one of the principal determinants of annoyance, it became clear that there are other, more subtle factors at work, 
evident in the changes of perceived annoyance ranking at different presentation levels. It is also significant that each of the subjects' 
responses was either highly consistent with their final result or contributory to the preservation of a no-preference option, even 
though the decisions were two-forced-choice.

1. Introduction 

Annoyance is a common and universal sensation that most 
people experience everyday. The definition of annoyance may 
differ from one person to another, but this paper aims at 
showing common characteristics in sounds that may determine 
the level of annoyance in a normal-hearing person. The authors 
propose a novel method for the collection and analysis of 
annoyance data.  
It is generally understood that spectral power is directly 
correlated to annoyance [12], although the degree of correlation 
has been under investigation [15]. Previous studies have 
assumed that noise level is a strict gauge for determining 
annoyance [10], but it is reasonable to suggest that the influence 
of the sound level might be more subtle; annoyance is, after all, 
only a subjective and highly personal characteristic. One study 
reveals that subjects perceive annoyance differently based on 
their ability to influence it [9]. Another demonstrates that age 
plays a significant role in annoyance judgments [1]. In [4], a 
number of hypotheses were examined with respect to annoyance, 
but it failed to obtain a conclusive evidence for any. We claim in 
this paper that loudness defines the general trend for annoyance, 
but there are many factors that can alter that judgment 
significantly. 

1.1. Addressing Annoyance 
Annoyance plays a large role in political, financial, and 
technological situations. It is a common occurrence for property 
values to decrease with increasing proximity to airports, 
highways, and other sources deemed annoying. Physical 
acousticians have various measurement standards for addressing 
this, such as dB60 and dB(half-day), where the time integral 
values of the sound power levels are taken. These measurements 
average sounds, which is useful for sound fields that tend to 
have many high peaks [2]. Also, it is often understood that work 
productivity decreases with increasing distraction. An 
understanding of this principle led to a workplace revolution on 
the corporate level with the help of companies like Muzak. The 
end goal was to input sounds into the workplace that would 

desensitize workers from the usual office distractions [16]. In 
fact, the change in work productivity is so apparent that some 
researchers use time-elapsed measurements under various sound 
conditions to measure how annoyed some subjects are [3]. A 
classic example of annoyance perception involved choosing a 
telephone ringtone. In an interview conducted with Jean-Claude 
Risset [20], he conveyed a story of some of the early research at 
Bell Labs; in early tests, subjects were found to be reluctant to 
answer their telephone because they found the ring quite 
pleasant and they did not want to interrupt it. As a result, people 
were missing important communications. Significant effort had 
to be made to determine that a dissonant bell tone in an on-off-
on-off pattern was effective in warning people of an incoming 
communication.

2. Experiment  

Figure 1: Frequency spectrum representations of the six 
stimuli at 50 dB SPL. (a) pink noise (PN), (b) two-sinusoids 
(TS), (c) narrowband noise (NBN), (d) broadband noise 
(BBN), (e) narrowband tone cluster (NTC), (f) broadband 
tone cluster (BTC) 
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All tests were performed in a quiet classroom at the Knoll, home 
of Stanford’s Center for Computer Research in Music and 
Acoustics (CCRMA). Subjects agreed to respond to a 
questionnaire and provide feedback, which proved useful in data 
analysis and for future work considerations.  

2.1. Stimuli 
The experiment made use of six different kinds of stimuli 
generated in MATLAB at four intensity levels – 50, 60, 70 and 
80 dB SPL, over a frequency range 500 to 5000 Hz. 
The six stimulus groups are (1) pink noise (PN), (2) two 
sinusoids (TS) at 1000 and 1023 Hz with equal amplitudes, (3) 
narrowband noise (NBN), generated by filtering Gaussian-white 
noise with a bandpass filter with the passband of 1000 and 1500 
Hz, (4) broadband noise (BBN), generated similarly, with the 
difference of the bandpass filter passing the frequencies between 
500 and 5000 Hz, (5) narrowband tone complex (NTC) 
consisting of ten linearly distributed sinusoids of random 
amplitudes between 1000 and 1500 Hz and (6) broadband tone 
complex (BTC), consisting of 100 sinusoids of equal amplitudes 
whose frequencies are logarithmically distributed (so that there 
would be an equal number of tones per octave) between 500 and 
5000 Hz. 
We originally considered two more stimuli – a pure tone of 800 
Hz and a pink noise combined with two NBNs (with center 
frequencies at 1000 and 1023 Hz). After some investigation, 
those stimuli were removed since there is ample research 
involving pure tones (e.g. [5][6][14]), and the modified pink 
noise produced results very similar to those of the BBN. Figure 
1 shows the spectrum of six stimuli at 50 dB. 

2.2. Procedure 
Each subject was asked to fill out a questionnaire concerning 
potentially relevant distinctions before the experiment. The 
subjects were asked for their gender, age, ethnic and language 
background, musical training, and whether they identified as an 
introvert or extrovert. All 276 unique pairs of stimuli were 
presented (corresponding to 24 choose 2), each stimulus lasting 
1000 msec plus 50 msec of ramp-up and ramp-down time to 
avoid clicks, with a 500 msec pause between subsequent stimuli. 
Each subject was asked to select which of the two stimuli was 
more annoying according to their judgment (the authors did not 
define the term 'annoyance' to the subjects). The experiment did 
not allow the subjects to respond "both stimuli are equally 
annoying", even if it may have applied in some cases.  

2.2.1. The Forced-Choice Decision 
In our research, we found two methods for measuring 
annoyance. The first such measurement is to set up a task and 
see how the subject's productivity changes over varying 
conditions [3]. This test is very good for getting data that the 
subject does not influence, because the subject is not answering 
questions based on their perception. The time changes can be 
put on an absolute scale and comparing values across tests is 
easy. Unfortunately, this test might not target annoyance 
specifically. For example, pleasantness can also slow down the 
progress of a task and, therefore, sounds that are pleasant as well 
as sounds that are annoying will produce time changes that lie in 
the same data range. Separating results like this would be 
difficult graphically and semantically. 
Another method common to annoyance testing is the attribution 
of a scale. Various scales we have encountered include the 
measure of annoyance from 0 to 100. Subjects are prompted for 
an annoyance value and their results are averaged with that of 
others. Above 72% average is percentage of highly annoyed 
(%HA), 50, annoyed (%A), 28 a little annoyed (%LA) [13]. The 
disadvantages of using a scale, however, far outweigh the 

benefits. First, the response is not done using forced-choice. In 
other words, the subject is prompted for a subjective result and 
therefore has no mechanism for ensuring accuracy or 
minimizing competitiveness. Also, scales that are too fine in 
detail lose meaning in their inner regions. How does one 
distinguish something that is 61% annoying from something that 
is 62% annoying? 
In order to explore the options for reducing the risks involved in 
the methods above, we decided on using a ranking system based 
on a forced-choice procedure. We should point out that the 
advantages of a forced-choice ranking system include low-error 
feedback from subjects and the use of a specific task that is easy 
to convey. Final results should also converge on accurate values 
after a significant number of iterations. The downside of this 
ranking system is that the experiment could be asking the 
subject to perform a task that does not make sense. If there is 
actually no preference, then the subject could be giving arbitrary 
responses. Also, the ranking system does not allow the sounds to 
be put on an absolute scale; the annoyance of one sound can 
only be compared to that of another. This downside should not 
affect the theoretical possibilities of the study, though for 
practical applications, it might need to be addressed. 

Figure 2: Histogram of sixteen subjects by age. 

2.3. Equipment 
The experiment was performed monaurally (left ear) on Sony 
MDR-7506 headphones, coupled with an M-Audio Omni I/O 
mixer connected to a Linux computer running Matlab, Version 
7.3. Before each session, the authors used a sound meter set to 
measure decibel levels with the A-weighting scheme and 
calibrate the headphone volume. 

Figure 3: Histogram of sixteen subjects by years of musical 
training. 
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2.4. Subjects 
Sixteen subjects were recruited from ages 16 to 41; the 
histogram of age distribution is shown in Figure 2. According to 
the questionnaire, among the 16 subjects, 7 were male and 9 
female; 10 were Caucasian and 6 Asian. Their musical training 
ranged from no formal training to over 20 years, which is 
displayed in Figure 3.  

2.5. Weighting 
There are a few popular weighting schemes used in sound 
research, such as A-, B-, and C-weighting [17] and ITU-R 468 
[18]. The A-weighting is often used for environmental studies, 
where B- and C-weightings are useful for louder noises such as 
aircraft turbulence [19]. ITU-R 468 was later proposed to be an 
appropriate perceptually-based weighting scheme for all types of 
sound [20], though its use is not widespread in the U.S.A. Since 
A-weighting has been criticized for being inappropriate for 
human hearing measurement [7], we were at first concerned 
about our use of an A-weighted meter instead of ITU-R 468, but 
the following analysis demonstrates that, at least for this 
experiment, this difference is irrelevant.  
As can be seen from Figure 4, the dB values resulting from 
using A-weighting and ITU-R 468 can be quite different, 
especially between 1000 and 10000 Hz. The authors tried to find 
a sound meter that uses ITU-R 468 weighting, with no success, 
so we resorted to manually calculating the perceived loudness 
values using both weightings of all 24 stimuli. The results are 
shown in Figure 5 and Table 1. 

Figure 4: Gain spectrum of two common decibel-weighting 
schemes. 

As we can see from Table 1 and all of parts (a) through (f) of 
Figure 5, the calculated loudness values can be quite different 
depending on the weighting methods used. They also show that 
those differences may come from the spectral content of the 
stimuli, in other words they are quite small when the bandwidth 
of the stimuli are narrow (i.e. Figure 5 (b), (c), (e)) and the 
frequencies lie in the range where the two systems are close in 
gain, while the differences can be larger with wider-bandwidth 
stimuli (i.e. Figure 5 (a), (d), (f)).  
What are noticeable in Figure 5 are the equal slopes in all cases 
(dashed and solid lines in each subfigures). The equal slope in 
each graph (i.e. the relationship between x-axis and y-axis) 
between successive points is important because this means a 10 
dB increase in loudness corresponds to a consistent level of 
increase in perceived loudness, whether the increase was from 
50 to 60 dB or from 70 to 80 dB. Also, the consistent offset 
between each pair of lines illustrates that even though the 
theoretically calculated perceived loudness may be different, the 

difference is consistent and therefore we can ignore this 
difference (and furthermore, different weighting methods) for 
the purpose of our study in this paper. 

Figure 5: Calculated loudness levels of dB(A) (dashed line) 
and dB ITU-R 468 (solid line) versus dB SPL per stimulus. 
(a) PN (b) TS (c) NBN (d) BBN (e) NTC (f) BTC. 

Stimulus Loudness 
Level
(dB)

ITU-R 468 
weighted 

values

A-
weighted 

values
50 49.5450 42.0982 
60 59.5449 52.0983 
70 69.5450 62.0983 

PN

80 79.5450 72.0983 
50 45.7669 45.7347 
60 55.7667 55.7346 
70 65.7666 65.7346 

TS

80 75.7666 75.7346 
50 47.3316 46.4027 
60 57.3315 56.4028 
70 67.3315 66.4027 

NBN

80 77.3315 76.4027 
50 53.9458 46.5928 
60 63.9460 56.5928 
70 73.9461 66.5929 

BBN

80 83.9461 76.5929 
50 46.8315 46.2625 
60 56.8312 56.2623 
70 66.8312 66.2622 

NTC

80 76.8312 76.2622 
50 52.1154 46.1958 
60 62.1154 56.1958 
70 72.1154 66.1958 

BTC

80 82.1154 76.1958 

Table 1: Theoretically calculated perceived loudness values 
using dB(A) and ITU-R 468 weighting methods for all 24 
stimuli

3. Results and Analysis  

3.1. Consistency  
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A primary concern of the experiment is that the question being 
asked of the subject might not make sense. It is reasonable to 
assume that if there were some measure of consistency and the 
subject demonstrated having a high consistency, the question 
would be a valid one. Fortunately, the nature of the record-
keeping in this experiment provides for a built-in consistency 
measurement. For example, if a subject is asked to rank a pair of 
stimuli [0, 0], one stimulus will receive one point and one will 
lose a point, giving an outcome of [-1, 1]. If the same pair is 
presented at a later time, a consistent subject will make the same 
decision, thus awarding a second point to the chosen stimulus 
and subtracting a second from the other, giving an outcome of [-
2, 2]. An inconsistent subject will make the opposite decision, 
thus cancelling the previous decision and giving an outcome of 
[0, 0]. The sum of the absolute value of each of the elements of 
the final ranking matrix, called the consistency score, gives an 
indication of the consistency. In the example above, the 
consistent subject had a consistency score of 4 while the 
inconsistent subject had a score of 0. This works for much larger 
matrices as well. 
The Appendix of this paper contains a formal derivation for 
calculating the maximum consistency score for an arbitrary 
number of stimuli. Based on this formula, the highest achievable 
consistency score with 24 stimuli is 288. All of our subjects’ 
scores were between 182 and 274. Because of these high 
consistency values, we can feel confident in saying that the 
subjects, in general, understood what was being asked of them 
and thus, their few conflicting decisions actually contributed to a 
“no-preference” option. Thus, the test was a quasi-two-interval, 
three-alternative forced choice (2I-3AFC) one, rather than 2I-
2AFC.

3.2. Absolute Annoyance 
As it turns out, it is possible to conclude that one type of 
stimulus is more annoying than another, independent of its 
loudness. The graph shown in Figure 6 was created by taking 
the average stimulus ranking over all four of the intensity levels, 
thus cancelling the loudness effect, and then averaged over all 
sixteen subjects. The error bars in the graph represent the 
maximum and minimum of the sixteen subject averages. It is 
clear that this deviation is rather static, and thus, conclusions can 
be drawn about the total average annoyance ranking per 
stimulus.

Figure 6: Absolute stimulus annoyance per stimulus type, 
independent of loudness. Calculated as average ranking of 
stimulus for all levels over all subjects. Error bars show 
maximum and minimum average scores. 

Note that the magnitudes of the numbers on the y-axis are 
meaningless; it is rather the relative positions of the stimuli with 
respect to the others that are relevant. These numbers are 
dependent on the total number of stimuli presented, and could 
easily grow or shrink while the overall contour of the graph 
would remain the same. Based on the location of the averages, it 
can be concluded that subjects found the two-sinusoid (TS) 
stimulus least annoying while they found the broadband tone 
cluster (BTC) the most annoying, in general. Of course, these 
rankings would change given sufficient loudness discrepancies. 

3.3. The Loudness Factor 
As expected, the level of the stimulus has a huge influence on 
the annoyance. Given the experiment’s result, one can determine 
the effect of loudness quite easily. For each stimulus and for 
each subject, take the difference of the highest ranking and the 
lowest ranking. The largest of these differences will correspond 
to the greatest ability of the stimulus level to influence the 
annoyance. Figure 7 shows the average of this loudness factor 
value averaged over all sixteen subjects. The error bars show the 
maximum and minimum differences per stimulus. 

Figure 7: Loudness influence per stimulus type. Influence 
calculated by taking the highest and lowest ranking per 
stimulus per subject. Higher influence scores correspond to 
higher ability of stimulus loudness level to affect annoyance. 

Notice that the broadband noise (BBN) has the highest of these 
difference values, while the two-sinusoids (TS) stimulus has the 
lowest. This means that the same 10 dB SPL increase on these 
stimuli will produce a much more drastic increase in annoyance 
on the BBN than on the TS. Note again that the y-axis values are 
irrelevant and that only the relative heights of these averages are 
useful in determining the loudness factor. 

4. Discussion  

Figure 8 is a graph of the summed results of all sixteen subjects. 
This graph shows that it is possible for rankings to switch places 
depending on the level especially, as it appears, at low stimulus 
levels. It also shows that loudness can have a curious nonlinear 
effect on stimulus annoyance, most prominently on the NTC, 
which will be studied in the future.  
The authors did not find any conclusive evidence between the 
duration of musical training and preference toward a particular 
stimulus. We speculate instead that a certain relationship exists 
between annoyance and cultural background, but there were not 
enought subjects involved to make a legitimate claim on this. A 
previous study looked at this, but failed to acknowledge the 
large age discrepancy between the subjects of the two cultures in 
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question [8]. With future testing, we aim to converge on a 
conclusive result on this point.  
A subject mentioned in the feedback that familiarity with a 
certain type of stimulus may play a role in their judgment. In 
other words, she described that people will readily judge that a 
beating tone (which may sound like a telephone ring signaling 
potential communication) is more pleasant than a BBN, which is 
similar to the noise when the TV broadcast is not in service, 
which may invoke an unintentional and unpleasant memory 
from a subject. This effect is unavoidable given the ubiquity of 
these stimuli. 
Subjects also commented frequently on the duration of the 
annoyance stimuli. Some mentioned that the 1000 msec was not 
significantly long enough for them to become annoyed. 
Unfortunately, this was considered during the experiment design 
phase as a necessary downside considering that annoyance from 
every stimulus would lead to annoyane and fatigue from the 
whole test. 
The authors were also asked if 500 msec would be long enough 
a pause between pairs of stimuli. It could be too short for some 
subjects to forget the sound of the last stimulus, which may 
affect the perception of the next stimulus; however, much like in 
choosing the length of the stimulus, the pause was selected to be 
significantly short to keep the overall length of the test 
reasonable.

Figure 8: Total sum matrix. Results of all sixteen subjects 
added together. Shows the influence of loudness and 
absolute annoyances.

5. Conclusion and Future Work 

This paper presented a novel method of judging the annoyance 
of an arbitrary number of stimuli at different loudness levels. 
We considered twenty-four stimuli for the experiment with 
sixteen subjects with various backgrounds. The method proved 
to be robust under different decibel-weighting schemes. 
Furthermore, the authors found that different types of stimuli  
may invoke different levels of annoyance, regardless of the SPL.  
The relationship between the loudness level and the annoyance 
rankings were verified in this paper; however, the authors did 
not yet find any conclusive relationship between the annoyance 
rankings and more subtle factors such as cultural background, 
age or the duration of musical training. These will be studied 
more thoroughly in the future. 
The test was also performed monaurally. While reducing the 
real-world applicability of the results, this decision was made to 
eliminate inter-aural effects. Since the stimuli would have been 
identical in both ears and thus, absent from localization cues, the 
experiment was performed monaurally to avoid having some 

stimuli, and not others, cause disorientation and thus, more 
annoyance. The introduction of stereo stimuli will be another 
consideration for future testing. 
The large ranking matrix with forced-choice procedure we 
proposed in this paper appears to be useful for a task like this 
that would otherwise be daunting to the subject. Because of the 
property of the transitive power in mathematics, these results 
can be obtained in under 30 minutes while producing numbers 
whose relative values hold a lot of information. This test goes 
beyond simply ranking annoyances, which would most likely 
exhaust the subject before completing the task. The test has the 
capability to preserve no-preference options, give valuable trend 
information based on various characteristics of the stimulus, and 
provide an easy task for its human subjects. 
Our experiment once more verified the relationship between 
loudness and annoyance, in general. Also, the result shows that 
there is a very likely relationship between the bandwidth of a 
stimulus and the annoyance, i.e. that the wider the bandwidth of 
the stimulus is, the more annoying it is perceived, on average, at 
a fixed sound pressure level. This result can be useful in the 
design of sound signals, such as car alarms, as well as in a basis 
for consonance/dissonance research. 
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Appendix: Consistency Ratio 

Assume there are N stimuli, all of which have different (and 
therefore unique) rankings, [a1, a2, ..., ak, ..., aN], such that  

a1 < a2 < ...< ak < ... < aN.

Also assume there is an ideal subject, who is always consistent 
in their decision making. 
Since there are N stimuli, there will be  

C(N, 2) = N (N – 1) / 2 

different pairs, where C(N, 2) is “N choose 2”.
The algorithm to calculate the consistency of the ideal subject is 
as follows. 
1. Start with b1 = b2 = ... = bk = ... = bN = 0, where bk is the final 

ranking of the k-th stimulus, ak.
2. With a pair of stimuli [ai, aj], for �i � j, we award 

bi = bi – 1, bj = bj + 1 if ai < aj or
bi = bi + 1, bj = bj – 1 if ai > aj

At every iteration, +1 and -1 points are awarded, therefore 
the absolute value of points awarded per iteration is 2. Hence, 
for the N stimuli test,  

AN = 2�C(N, 2) = N (N – 1) 

points will be awarded in total. 
3. After C(N, 2) iterations, bk will be 

bk = 1� (number of times ai > aj )
– 1· (number of times ai < aj)
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= (k – 1) – (N – k)
= 2k – N – 1,    for k = 1, 2, ..., N

Due to the symmetry of the setting, there is a relationship of 
bk = bN-k, and furthermore bM = 0 when N = 2M – 1 for some 
integer M.

4. The total sum of the rankings after all iterations is 
BN = b1 + b2 + ... + bN =  

= 0.5N2   for N even, and 
= 0.5(N2 – 1)   for N odd 

Therefore for the ideal subject, the ratio of the highest 
consistency score to the total points awarded, or percent 
consistency, will be 

BN / AN = 0.5N / (N – 1)  for N even, and 
= 0.5 (N + 1) / N   for N odd. 

Hence, the perfectly consistent subject will achieve a 
consistency ratio is 2/3, for N = 3 and 4, and it will converge to 
1/2 as N grows large. 
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Abstract. Can images be represented by music and if so how?  This is one of the principal questions addressed in this paper through 
the development, implementation and analysis of computer generated music and assessment of the music produced. 

Images contain a multitude of definable information content such as the colour values and dimensions, which can be analysed in 
various statistical combinations to produce histograms and other interpretations of the content. This provides music composition
algorithms with a variety of data sets and values which can be used to inform parameters used in the music generation functions.
However, images also contain semantic information which is widely open to interpretation by a person looking at the image. Images, 
much like music, are able to induce emotions, feelings and other soft responses in a viewer, demonstrating that images too are more 
than simply the sum of their parts. Therefore, if we are to generate music from image data then a goal of doing so would be to 
produce music which can begin to invoke similar humanistic responses. 

The work presented in this paper demonstrates how compositional algorithms can be used to create computer generated music from a
set of various images. Several established music composition algorithms are explored as well as new ones, currently being developed 
by the authors of this paper. We explore different uses and interpretation of the image data as well as different genres of music, 
which can be produced from the same image, and examine the effect this has. We provide the results of listener tests of these 
different music generation techniques that provide insight into which algorithms are most successful and which images produce 
music that is considered to be more popular with listeners. 

Finally, we discuss our future work, directions and the application areas where we feel that our research would bring particular
benefit. In particular, we seek to incorporate the work presented in this paper with other technologies commonly used to assess visual 
and psychological responses to images and propose techniques by which this could be harnessed to provide a much more dynamic 
and accurate musical interpretation of an image. One of the main goals we aim to achieve through further development of this work 
is to be able to successfully interpret an image into a piece of music or sound, which could be played to a visually impaired or blind 
listener to allow them to grasp the emotional content and responses which imagery can invoke. 

1. Introduction 

The reflection and association between imagery and music is a 
common manifestation in the 21st Century, particularly due to 
the nature of the rich, multimedia environments and data to 
which we are exposed everyday. A prime example is the success 
of the music video and MTV, which has received worldwide 
recognition and familiarity in a relatively short period of time. 
The way in which music and images or video are often 
combined demonstrates the value and semantic link which 
humans can easily make and the extra information provided 
when these otherwise independent media are fused [1]. The 
emotional influence carried by this combination of these media 
and the imagery and interpretation associated are often thought 
to be highly powerful and influential in many areas, when 
interpreted by users into the ‘real world’ [2, 3, 4]. 
In this work, we examine the viability and practical success of 
analysing image data and creating musical compositions 
influenced by the image data. 
The initial outcome of this research is to produce a functioning 
program that takes a bitmap image as the source file, reads the 
data and uses that data as the inputs to an algorithm to generate 
MIDI (Musical Instrument Digital Interface) music files.  Users 
will have a choice of algorithms and musical genre. The choice 
of genre will affect the tempo and instrumentation in the MIDI 
file and the image data affects the scales, pitch, time signature, 
tempo and structure applied.  In the longer term, one of our aims 
is to produce music which is reflective of the semantic content 
also present in the image. Such techniques could be used, for 
example, to create representations of images for those who are 
not fully able to interpret the image due to visual impairments. 

We begin by discussing the information and data that is 
contained within images and how these factors can be employed 
when attempting to create music. In particular, we draw 
attention to the fact that images contain both numerical, raw data 
as well as a harder to define, emotional or humanistic content. 
We then discuss how image data can be interpreted to produce 
music and present several compositional algorithms which can 
be used to automatically generate musical sequences, including 
an original algorithm developed by the authors of this paper. In 
the subsequent section, these algorithms are tested with human 
listeners and the results discussed. Finally, we conclude the 
work completed to date and discuss areas which are currently 
under investigation and development to further improve and 
refine the methods and techniques detailed within this paper. 

2. Images and Information 

Humans gather a large majority of their information from sight. 
A picture is worth a thousand words1. Images allow not only 
capture and representation of a moment or scene, but also 
provide a vehicle by which humanistic emotional responses can 
be triggered. Therefore, we consider images to hold two very 
distinct values when we interpret visual data and emotion into 
musical audio data and emotion. 

1 http://en.wikipedia.org/wiki/A_picture_is_worth_a_thousand_words
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2.1. Data Content 
There are varying types of data that can be extracted from an 
image. For example, the RGB (Red, Green, Blue), CMY (Cyan, 
Magenta, Yellow) or HSL (Hue, Saturation, Luminance) values 
for each individual pixel, histograms, the width and height of the 
image, and other more meta properties of the properties of the 
file itself, the name, size on the disk , etc. The content of the 
image which describes the pixels and colour values which 
constitute the image are of particular use and these can be 
analysed through a number of statistical techniques to gain 
further depth and insight into the particular qualities if the 
image. Of such techniques, histograms in particular, provide a 
useful tool which allows us to easily convey large amounts of 
information about the colour content of an image.  
A histogram provides a graphical representation of the 
frequency of a set of results. In the case of an image it would be 
the frequency of the occurrence of a particular colour. This 
allows us to obtain a distribution of the components which form 
the image. A histogram can be produced from individual values 
such as all the red values from an image or be made up of a 
combination of values such as the total RGB values or a 
combination of the CMY values. This yields a large amount of 
data from an image and the different permutations of the 
histogram can provide vastly different values. As an example, 
consider the greyscale image in Figure 1 and the associated 
histogram presented in Figure 2. 

Figure 1 - Sample Greyscale Image 

Figure 2 - Histogram of Greyscale Image 

Such information about an image gives us initial tools with 
which to be able to reflect the content of the image in the music 
we produce. For example, it would be expected that particularly 
bright images and images with large variations in colour would 
translate into more diverse and intricate music. 

2.2. Semantic Content 
When we approach image analysis we must also consider the 
human and emotional responses which viewers will have to an 
image. We know that humans frequently exhibit fundamental 
emotional responses when viewing differing visual imagery [5].  
It is worth thinking about the attraction and fascination that 
humans have with classical works of art such as Leonardo da 
Vinci’s Mona Lisa. Consider also imagery which invokes many 
types of emotional response such as happiness, sadness, distress 
and contentment. Images provoke many kinds of emotional and 
humanistic responses and we must attempt to reflect these 
responses in the associated music produced from an image. 
Such responses are much harder to quantify and predict using 
purely statistical analysis. For example, consider the expected 
emotional response from a viewer who observes an image of 
war, which might depict a bloody battle between two soldiers. In 
this case we would expect a viewer to have a negative emotional 
response such as sadness or horror. Now consider an image 
which might provoke a more positive emotional response, such 
the image of a man giving a woman a bunch of roses in a grassy 
meadow. We would expect this to have an emotional response 
of happiness or compassion. However, if we consider the data 
present in these images we find many common features. For 
example, strong reds (blood in the battle image, the roses in the 
romantic image), flesh tones (the soldiers in the battle, the man 
and woman in the meadow), light blues (the sky in both images), 
grassy or earthy backgrounds (the ground in the battle, the 
meadow in the romantic image). We can surmise therefore, that 
the histograms extracted from these images would be very 
similar. This is not an ideal scenario and indicates that we need 
to consider techniques other than purely the raw data content in 
order to fully extract emotional content for music from images. 
We discuss methods of addressing this issue in our ‘Conclusions 
and Future Work’ section. 

3. Creating Music from Images 

Music has been composed algorithmically in the past and it can 
be traced back as far as the ancient Greeks as Grout and Claude 
stated: 

"The word music had a much wider meaning to the Greeks 
than it has to us. In the teachings of Pythagoras and his 
followers, music was inseparable from numbers, which were 
thought to be the key to the whole spiritual and physical 
universe. So the system of musical sounds and rhythms, being 
ordered by numbers exemplified the harmony of the cosmos and 
corresponded to it" [6]. 
This notion from the Pythagoreans is not necessarily as abstract 
as it may sound. Autistic people that can do huge numerical 
calculations without the aid of calculators or computers often 
see numbers as colours and/or shapes. The fact that they can 
successfully carry out these calculations quickly indicates that 
there are associations between these visual objects and the 
numbers.
More recently, Mozart used a simple form of algorithmic 
composition in his Musikalisches Wurfelspiel or Dice Music,
where he had written a number of musical parts that he put 
together with the aid of dice rolls into a complete musical piece. 
Algorithmic composition with computers began in the 1950’s 
and 1960’s. Notably a piece called the Illiac Suite (1957) was 
produced in the University of Illinois, USA [7]. These 
approaches demonstrate how simple tools such as random 
variables, probabilities, transition tables, and rules can be 
employed in the generation of musical elements and the 
structuring of therein. We chose to employ three compositional 
algorithms in conjunction with the image data. 
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3.1. Image Selection 
The images selected for our investigations play an important 
part when assessing the results and success of our study. To 
provide a balanced outlook on the production of music from 
images, a set of reference images was chosen to be employed in 
all tests. These sets of images formed four categories: people, 
city, landscape, and art. This spread allows us to accommodate a 
large variety of images common in everyday life. This selection 
should provide the compositional process with differing ranges 
and distributions of colour values. Samples of images from each 
of the categories can be seen in Figures 3 to 6. 

Figure 3 - People Category

Figure 4 - City Category 

Figure 5 - Landscape Category 

Figure 6 - Art Category 

3.2. Assignment of Musical Properties
A primary issue which had to be dealt with, was to determine 
the best method to extract properties from the image which can 
be mapped against the parameters required for a musical 
composition. To determine which image colour values were best 
for selecting which MIDI data, a program was produced that 
generated the charts for the RGB and HSL values averaged over 
the height.  This enables the flow of the song to be analysed 
given which colour values are used for which musical attribute.  
The various mapping we experimented with are detailed in 
Table 1. 

Variation Tempo Time Sig. 
Numerator 

Time Sig. 
Denominator 

1 Red Green Blue 
2 Green Blue Red 
3 Blue Red Green 
4 Hue Saturation Luminance 
5 Saturation Luminance Hue 
6 Luminance Hue Saturation 

Variation Pitch Duration Velocity 
1 Hue Saturation Luminance 
2 Saturation Luminance Hue 
3 Luminance Hue Saturation 
4 Red Green Blue 
5 Green Blue Red 
6 Blue Red Green 

Table 1 - Assignment of Image Attributes to Musical Properties 

To complement this, a short excerpt from a song for each 
algorithm, using the various colour values for the various MIDI 
data, was produced and a questionnaire to accompany these 
excerpts was made.  This questionnaire was issued to volunteer 
listeners who listened to the excerpts of the songs and then 
selected which one they preferred for each algorithm.  The 
results of this test will influence the decision of how to map the 
image attributes to musical properties. 

3.3. Compositional Algorithms 
Once various interpretations of image data into musical 
properties were determined, these could then be used to inform 
the compositional algorithms. We created small libraries of 
fixed musical selections, such as various standard musical 
scales, time signatures, tempos, note duration, and velocity. It 
was necessary to apply these constraints to the ways in which 
the image information was interpreted and quantised into a form 
which was suitable for the algorithms, especially given the 
relative scale of the investigation. This discussion is detailed and 
goes beyond the scope of this paper. However, it should be 
remembered that such constraints were required in order to be 
able to successfully interpret values from images into musical 
properties. Roughly speaking the data obtained from images 
would have a broader numerical range than the musical 
parameters. Consider the range of 0 to 255 from an image 
attribute and time signature numerator which is usually much 
smaller, for example. The algorithms we used as part of our 
work are as follows. 
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3.3.1. Algorithm 1 – 1/f
Due to the self-similar nature of this algorithm and the fact that 
it has been frequently used previously for musical composition, 
the 1/f algorithm proved a logical selection to combine with 
image data. The 1/f algorithm has no direct input but has a 
random number generator which can be seeded with an integer, 
so this provides an indirect method for the algorithm to be 
affected by image data. 

3.3.2. Algorithm 2 – Euclidian 
The Euclidean algorithm takes two number values and returns 
the greatest common divisor, this accommodates the input and 
output that is required and was another obvious selection when 
we consider the amount of image data available. This can be 
simply demonstrated with the following sample of C code: 

int GetEuclidian(int x, int y) 
{

     int z; 
      while(y!=0) 
      { 
               z = y; 
               y = x%y; 
               x = z; 
      }               
    return x; 
}

3.3.3. Algorithm 3 – Colour Selection Process 
Strictly speaking this is not an algorithm but more of a selection 
process. It was developed to provide an alternative to the two 
algorithms already selected.   
The process works by using the actual colour values from the 
image. The theory behind this is that this should provide the 
most direct link between the image and the musical composition 
produced.  Which colour values are used with which MIDI data 
will have an effect on the type of composition that is produced. 

4. Discussion of Results 

4.1. Assignment of Musical Properties 
The results of the investigation into how to map image attributes 
to musical properties is show in Table 2. This shows the 
percentages of user preference for each colour/music assignment 
variation, tested against each of the three compositional 
algorithms.

Variation 1/f Euclidian Colour
Selection Average

1 8.33% 6.25% 12.50% 9.0% 
2 14.58% 14.58% 14.58% 14.6% 
3 6.25% 12.50% 10.42% 9.7% 
4 29.17% 20.83% 25.00% 25.0% 
5 22.92% 27.08% 20.83% 23.6% 
6 18.75% 18.75% 16.67% 18.1% 

Table 2 - Result of Image Interpretation Variations 

The configurations with the greatest number of responses for 
each of the three algorithms were chosen as follows:  

� 1/f Algorithm – Variation 4 
� Euclidian Algorithm – Variation 5 
� Colour Selection Algorithm – Variation 4 

An interesting point to note is that the majority of responses 
were selecting the HSL values to represent tempo and time 

signature and the RGB values to represent pitch, duration and 
velocity; variation 4, which had the largest overall average of 
selection across all the tests. Also of note is that variations 2 and 
6 produce almost equal results across all of the algorithms. 

4.2. Compositional Algorithms 

The algorithms currently available give the user a chance to 
evaluate how a different algorithm with the same image can 
make a completely different song and can enable them to make a 
choice about which algorithm makes the best representation of 
the image with sound.  To enhance the ability to see each 
algorithms performance across the six variations, a series for 
each algorithm is plotted in Figure 7. 

Figure 7 - Compositional Algorithms & Variations 

At this stage, we are more focussed upon establishing suitable 
mappings between the image attributes and the musical 
properties and the trends of each series in Figure 7 suggest that 
our assumption and mapping proposed in the previous sub-
section is valid.  
However, we are also interested in starting to investigate the 
effect that each of the algorithms may have had upon the user 
preferences. As we can see in Figure 7 the user selections for 
some algorithms take the form of a more varied distribution 
across each of the mapping variations, whilst others are less 
varied. The data presented in Table 3 also helps to reveal the 
properties of each of the algorithms across the six variations in 
terms of the percentage of user preferences. 

Algorithm Min Max Variance Std Dev 
1/f 6.25 29.17 76.39 8.74 

Euclidian 6.25 27.08 52.08 7.22 
Colour

Selection 10.42 25.00 29.51 5.43 

Table 3 - Data Ranges in Results 

If we consider the 1/f algorithm first, it has the most extreme 
fluctuations across the six variations. This would suggest that 
the 1/f algorithm is more influenced by the mapping of image 
attributes and therefore the types of image which are used to 
generate music using the algorithm. Interestingly, the 1/f method 
also contains the maximum value and shares the minimum with 
the Euclidian, in the data sample. Although further testing is 
required, this further enforces the belief that this technique is 
sensitive to the image mapping and attributes, but it also 
indicates that it could be considered to hold the most potential in 
producing satisfactory musical compositions.  



29

Visual Stimulus for Aural Pleasure

- 5 - 

The performance of the Euclidian algorithm tends to vary 
considerably across the six variations, although for variation 4 
and 5 it exhibits almost inverse performance to that of the other 
two composition methods. However, in terms of the overall 
variation across all six variations, the results of the Euclidian 
method are almost as varied as that of the 1/f algorithm. This, 
and the fact that the Euclidian algorithm shares the lowest value 
in the sample data with the 1/f algorithm, suggests a similar 
dependency upon careful image attribute mapping and selection. 
The trend exhibited by our own Colour Selection process 
generally follows the same overall trend of the 1/f technique 
although it is not scaled to the same extremes. Our method 
seems to provide the most consistent, flattest results across each 
of the variations. The Colour Selection technique displays the 
smallest mathematical variation and standard deviation of all 
three of the algorithms. Therefore, whilst we consider that the 
1/f algorithm and the Euclidian algorithm are very dependant on 
image attributes and data, our technique is the most likely to 
produce satisfactory musical compositions. However, these 
results suggest that we must consider improvements to this 
method if we intend to be able to produce excellent musical 
compositions.

5. Conclusions & Future Work 

We recognise the immediate need to provide more detailed 
assessment of the three algorithms used and the image 
selections. In this work we were primarily concerned with 
determining the most suitable mappings of parameters and 
attributes. However, with the data and resources now available 
we can launch a more detailed investigation into determining the 
usefulness or listener ranking for each of the algorithms in terms 
of the music which is generated. The same also applies to 
exploring which of the image categories produces the most 
satisfying music. As in any study, where human perception and 
interpretation is required, it will always be challenging to 
ascertain such information as absolute fact, due to the varied 
nature of perception, and particularly musical preference, across 
a broad field of listeners. The key to producing substantiated 
evidence of these facts lies in employing a large range of tests 
and subjects to ensure as broad a listener base as possible, and to 
ensure that qualitative data is also produced at these times. 
One of the key aspects of this investigation was the 
representation of images as music. This was achieved from a 
technical point of view; the software and algorithms will 
generate music from images and will have a different output for 
each image that is used.  This has been proven in the form of the 
listening tests performed.  It is also true that by using the 
different image data available for different aspects of the 
musical composition hugely different musical compositions 
were produced and the same also applies when using the same 
image with different compositional algorithms.   
An interesting point which leads us to future investigation and 
development is how well the images are represented by the 
music produced. Also, will it ever be possible to truly represent 
images with music?  Again this is affected by the way that 
people view images. Different people have vastly different 
opinions on how an image should be represented by music, for 
example people who are affected by the condition Synesthesia 
can hear music while they are looking at images, and these 
people would therefore likely have a strong opinion on what 
music would be best represent an image [8].  Other people to 
consider are those affected by colour blindness they are likely to 
have a completely different opinion to those who are not.   
This leads us into a significant area to further our work to date; 
to monitor, and subsequently model, the ways in which human 
viewers look at an image. The ability to use eye-tracking 

technology provides the research field with the opportunity to 
further investigate and correlate vision with emotive response 
[9]. We propose that by employing eye-tracking tools, it will be 
possible to further determine the most crucial and important 
parts of an image when viewed by a fully-sighted viewer. Our 
hypothesis is that the emotional response experienced by the 
viewer of an image must be directly related to the particular 
parts of the image which the viewer focuses on as these are the 
principal stimuli which invoke the emotional response. Work by 
Jackson et al. substantiates this hypothesis [5]. Although their 
work is more concerned with psychopathology and 
psychophysiology their work demonstrates distinct correlation 
between emotional responses to images and the reflection of 
emotional response in the eyes.  This may also help to address 
the example cited in section ‘2.2 Semantic Content’ where we 
discuss the issue related to purely statistical analysis of image 
data in the case of the two contrasting pictures; the scene of a 
bloody battle and the scene of a man and woman with a rose. 
The notion of investigating specific focal points within images 
to determine the most important areas to a viewer is reinforced 
by the works of Santella and DeCarlo [10, 11]. Their work is 
particularly focussed on obtaining and attempting to model the 
human perception of images, such that which is available in 
photographs. Although the goal of Santella and DeCarlo’s work 
is to modify and create more abstract interpretations of the 
images analysed, they focus on being able to ensure that the 
most significant portions and areas within the image receive the 
most attention and level of granularity within the new version. 
This reflects the intentions we propose; to focus music 
composition algorithms on the most significant areas within an 
image which hold the greatest value and importance to the 
viewer.
For example, consider the image shown in Figure 8.  

Figure 8 - Image with Eye-Tracking Overlay 

This image is taken from data repository of Santella and 
DeCarlo’s work and the eye-tracking data associated with the 
image has been overlaid [10]. The circles show the areas upon 
which the viewer has focused. The size of the circle indicates 
the length of time the viewer spent observing that particular 
area, the larger the circle, the more time spent viewing that area. 
This could be considered a weight metric within the image.  
We can see that in the case of this example, the viewer focuses 
primarily around the area of the flower and the butterfly, and 
only pays small attention to the background setting. We propose 
that as part of our future work it would be possible to record 
multiple viewing of images from fully-sighted users and 
determine the common areas of focus within images and the 
correlated emotional response. Once a sufficient perception 
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model has been created for an image these additional parameters 
could act as filters to influence the compositional algorithm. As 
a simple example, the eye-tracking data could be used to direct 
the composition techniques at specific parts of the image, rather 
than analysing the whole image. Through iterative testing and 
development it is hoped that this process would be refined so as 
to be able to produce the same emotional experience through a 
piece of music for a visually-impaired listener as a sighted 
viewer would have when they see an image. This moves us 
beyond the question “What does the Mona Lisa sound like?”
towards attempting to address the question “What does the 
Mona Lisa feel like?” 
Of particular interest when attempting to discern and assess 
suitable emotive responses to images would be to create music 
using images of Rorschach inkblots. The investigation in this 
case would be to see if the music produced by inkblots also 
invoked the same emotional functions and responses in listeners 
as the actual inkblot images produced when viewed. This would 
provide tangible evidence that the music being created from our 
compositional methods was indeed resulting in the expected 
human responses. 
Another interesting possibility to allow further tailoring of the 
music produced to each individual user could be in the use of 
genetic algorithms.  The user could provide the fitness 
evaluation needed to determine best fit, this way the music 
composition algorithms could learn an individual’s preference 
and attempt to match their representation of the image to that.  
However, obtaining suitable fitness metrics for visually 
impaired users could be unrealistic and therefore a more 
practical solution would be to base this metric on a suitable 
distillation, such as the mean, of a more easily obtainable data 
set, as we suggest previously with the eye-tacking data. 
Additional intentions for future testing include integration and 
evaluation of more compositional algorithms and the integration 
of an interactive painting window, which would allow playback 
of images being drawn on screen by the user. This could be 
further enhanced by experimenting with real-time music 
generation whilst the user is drawing. This presents another 
intriguing area for future consideration. 
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Abstract. A virtual environment is created based on the user movement in the space and this creates unique challenges for 
composing the audio space. This paper attempts to give an overview of many issues concerned with aural aspects of immersive 
environments: audio system elements, user interface and control signals, audio space composition and interactivity, audio generation, 
new means of expression, work process, documentation, and exhibition of an interactive work. The paper is based on my experience
with sound design of several virtual environment projects that I worked on in the 90’s. 

1. Introduction 

The Banff Centre for the Arts in Canada was engaged in 
development of several interactive virtual environments in the 
early 90’s, to explore its potential as an aesthetic medium. Char 
Davies created two immersive pieces - Osmose and Ephemere -
in Montreal in the late 90’s. Having been involved in those 
projects as a sound and interaction designer1, I have gained 
practical knowledge of the work process of creating sound for 
interactive environments (the paper is based on projects that I 
have worked on). It was not a research but production situation 
that created specific requirements and additional time pressure 
to finish the projects on schedule for the opening.  
Those interactive, immersive projects made use of a setup of 
two or more computers and a HMD helmet with headphones, 
tracking sensors and various additional user interfaces (a 
“flying” mouse, a data glove, a gripping device, breathing and 
balance tracking). The specific types of equipment used for the 
projects are not really relevant to the main topic of the paper that 
attempts to discuss the sound issues on more general, hardware 
independent level. 
The process of creating sound for virtual environments is really 
challenging. Unlike in linear media, everything happens in real-
time and sound follows the movement of the user and the 
environment - you need to look for new categories of sound and 
new means of expression appropriate for the content of the 
work. Unlike in interactive music, the performer is an 
“unskilled” user who is a listener at the same time. Unlike in 
most linear productions, there is no completed version of 
graphic program to work on the sound for – the post-production 
process is interactive. 
At the beginning of my work on virtual environments, the 
information I had found about virtual sound was focused on 
localized sound only (mainly for moving sources and collisions). 
At the same time there wasn’t so advanced technology as today2

so it pushed me to look for new ways of working with sound 
that were not possible in linear structure. Through all my work 
with interactive projects I have tried to focus on responsiveness 

1 Depending on the project I have worked by myself or together 
with a composer. In the most complex pieces Osmose and 
Ephemere, I was responsible for an audio space (sound objects 
and interactions) and Rick Bidlack, interactive music composer, 
worked on generation algorithms of all the voices. 
2 First I could work with two localized sound sources only (one 
per FocalPoint card), then with eight (Convolvotron and 
Acoustatron cards). The processing was noisy. And the 
polyphony of samplers (SampleCell, K2000) was quite limited.

of the overall sound, using localized sound as a tool for spatial 
“panning” and not as a goal of sound design.  
In this new field of sound design I could make use of my 
experience and familiarity with music recording, electroacoustic 
music, film postproduction, theory of hearing and audio 
perception, rhythmics, sound design for early computer games, 
and also Roman Ingarden phenomenological aesthetics of art, 
with music as an intentional object which becomes distinct in 
each performance and in perception of each listener. 

2. Elements of sound system 

Audio related issues can be organized according to the elements 
of sound system, which is a part of the whole virtual 
environment installation - hardware and software boundaries 
between elements may vary with technology used for the 
projects3.
1. Control signals module 
- movement information from sensors on the user body 
- graphic space information from the graphic environment 
- audio control information from the audio environment 
2. Audio space control module 
- audio space composition and interactivity 
- behaviours of sound objects 
- spatial control of localized voices  
- overall processing and mixing control 
3. Data exchange between audio space control and audio 
generation modules 
- start / stop triggers for audio voices 
- selected control signals for specific scenes and voices 
4. Audio generation module 
- generation algorithms for all the voices 
- voice processing control 
5. Sound producing module  
- samplers, processors, 3D processors, mixers 
The paper concentrates on audio space control and composition 
more than on audio generation itself, in accordance with my role 
in various projects. 

2.1. Control signals module 

2.1.1. User interface 
The choice of a user interface is very important for the content 
of the piece since it determines the character of the user 

3 The setups of the projects consisted of a software part (on the 
Onyx, NeXT, Mac or PC computers) and an audio hardware part 
(for sound generation, processing, spatialization and mixing) 
with headphones as an audio output. 
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movements and interactions with the environment, and it defines 
the types of control signals available to work within the piece. 
First, we had a predefined virtual system – with a sensor on the 
helmet and a “flying mouse” for pointing the direction of the 
movement. Other projects introduced additional elements: a 
dataglove, “gripping” devices for touching and moving the 
objects, and a microphone in the helmet. In the piece Inherent
Rights, Vision Rights, a kiosk with a viewer and a joystick was 
built for the exhibition in the gallery.  
Char Davies developed her own more natural interface - a 
special vest with breathing and balance sensors, based on diving 
in the water environment. 

2.1.2. User movements 
Sensors on the user body can track various types of movements 
– position changes in the real space, leaning of the body, 
movements of the head, movements of the hands (touching, 
flying), and breathing.  

2.1.3. Control signals 
All data from the user sensors are processed in the graphic part 
of the project. Some selected control signals from the sensors 
(raw or processed data) and from the graphic environment go to 
the audio program. This includes the user data mapped to a 
virtual graphic space: user movement (xyz, speed), breathing, 
leaning, bending the knees, head movement (azimuth, elevation, 
and speed); the environment data: light, time (day, season), 
scene envelope, position and speed of the objects; collision data 
- distance and angle to the objects. 
Those signals are further processed to interpret information and 
to use for audio space composition, interactions and generation, 
based on passage of time, scene envelopes, “concentration” and 
specific movement detection, touching and moving the objects. 

2.1.4. Audio-based control signals 
Audio signal from a microphone can be used as a control signal 
derived from the sound envelope and pitch-tracking. 
Audio program can also generate control signals for the graphic 
environment based on pulse or type of sound to make graphics 
“listen” to the soundscape.  
For instance in Osmose, leaves movement in the forest scene 
was controlled by intensity of a wind sound, caused by the user 
movement. Tempo of scrolling and vanishing of program lines 
in the code scene was controlled by the rhythm from a music 
algorithm of a code voice. 
Long soundfiles with recorded narrative may need 
synchronization with graphics to allow the user to listen to the 
whole file: triggers of the end of the file must be sent to the 
graphic program to allow for the following changes within the 
environment.

2.2.  Audio space control module 
Sonic environment responds to the user movement in virtual 
space. We need to choose4 the movements and gestures that 
would have an influence on audio space to emphasize the 
meaning and emotions of a given scene. At the same time we 
can’t predict the behaviour of the user who plays an important 
role in the progress of the piece. Therefore various degree of the 
user activity must be taken into consideration to achieve the 
intended aesthetic result and give some feedback on her/his 
influence on an audio environment created on the fly5.

4 I found it useful to move during the process of designing an 
interactive audio space – it was like “choreography” for sounds. 
5 The users may not be fully aware of their influence on what 
they hear especially if they had spent up to 15 minutes in the 
environment. People with some audio and music experience 

2.2.1. Audio program structure 
A “score” of an interactive sound is written as an audio program 
which describes potential behaviour of the soundscape. 
The program contains descriptions of individual audio scenes, 
transitions between the scenes, behaviours of audio objects, and 
it continuously updates the parameters of an audio environment. 
It assigns actual voices to audio objects and specifies their 
responsiveness to the user movements and to the environment. It 
also controls spatialization of selected sounds, additional audio 
processing and a final mix. 
The audio space control program had two components: one as a 
part of the graphic program and another one as a separate audio 
program (written in MAX or a custom language mentioned 
below).   

2.2.2. Transitions between the scenes 
There is an important issue that the program must take care of. 
These are spatial-temporal transitions between audio scenes 
when sounds can easily get stuck or be interrupted6. In most of 
the projects I had to deal with the transition problem on the 
audio side of the project since the graphic scenes were quasi-
static. It had changed in Ephemere where there was a special 
language used, created by John Harrison7. It was based on the 
time envelope of life of a particular element and it could take 
care of both audio scene and an individual sound object in case 
of temporal transition. A transition spread in space required a 
special hysteresis-like characteristics to switch the scene on and 
off in slightly different spots in the environment. 

2.2.3. Introduction and final scenes 
A virtual project is divided into series of scenes – audio-visual 
spaces arranged within the environment or successive in time. 
There are two important types of scenes which occur once in the 
piece. 
The project may be entered through the first, special scene. This 
scene can serve as an introduction to the narrative of the piece 
(e.g. in the beginning of Inherent Rights, Vision Rights the user 
leaves civilization to walk towards the longhouse with a non-
interactive audio introduction) or as an orientation for the user to 
learn the principles of the movement in the environment. The 
latter type of introduction was very important for Osmose and 
Ephemere which were based on a new interface and were 
intended for long-term exhibitions in art galleries. There was a 
grid of Cartesian coordinates in Osmose introduction scene used 
as a good reference for the user movement in the space. A 
soundscape of that scene was built on straightforward 
responsiveness to the user movements: going up or down in the 
space caused a pitch glissando of a base note, head movement 
up or down built a chord up or down, moving fast added a 
staccato effect, and finally the user could find a spot of silence 
with looking straight ahead. 
The project may end with a scene that is forced after specific 
time that is important for exhibiting an interactive work. For 
instance, there was one ending scene in Osmose that was 
introduced onto any scene the user was in. The ending of 
Ephemere was different for each scene but it had similar 
character and emotions. 

could notice more details – you need to learn to listen to virtual 
sound.
6 Sound interruptions tend to be more noticeable than graphic 
“jumps”. Even in early projects when the graphics could be 
“switched” immediately from one space to another, the sound 
from both scenes had to overlap at least with a release of sound. 
7 Some problems from the previous projects specific to temporal 
character of sound had an influence on the temporal structure of 
that language. 
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2.2.4. Layers and types of sound 
An overall audio space composition for immersive project can 
be conceptualized at two levels: designing behaviour of 
responsive sonic environment and audio engineering including 
spatialization of selected sounds, various processing, and 
mixing. Those levels overlap in the process of creating sound. A 
set of various overlapping classifications below, came from 
practical experience and was built as an attempt to identify 
relations between sounds [some examples or explanations are 
added in the brackets]: 
1. Sounds of the user body [a musical drone dependent on the 

user movement], of graphic objects [a rock], of invisible 
objects [a fly], or sounds of scenes [sound of the fog]. 

2. Mono [surface crossing], stereo [body sound], or localized –
single point [a fly] or a localized group [stereo pair of a 
river] - sounds. 

3. Static [a rock], moving [a fly], or internal, „carried” by the 
user [body sound] – sounds. 

4. Periodic [required start and stop triggers] or one-shot 
[required start only] sounds. 

5. Sounds of various mixing and processing groups [sounds of 
an individual scene]. 

6. Sounds temporarily exempted from processing group [in 
concentration mode, when only exempted sound was heard]. 

2.2.5. Sound objects  
An interactive soundscape consists of sound objects – various 
objects, places and situations are represented by software objects 
which are responsible for creation and potential progress of 
audio events. The behaviour of the objects is dependant on the 
user movement and the behaviour of the whole immersive 
environment.
Sound objects are described by various parameters: coordinates 
in the space, number of the sound sources and their movement, a 
voice – audio generative structure – assigned to the sound 
object, conditions of start and end of the voice, priority flags, 
control signals for the voice, an algorithm of response to control 
signals, probability of occurrence of the given sound object, 
mixing and processing group, type of sound processing. 
One sound object may have several different voices assigned as 
responses to various situations: an object appears, the object is 
close to the user, the object is on the user side, the user is 
looking through the object, the user stares at the object for 
longer time, the user moves the head, the user is in a specific 
spot, or current scene parameters reach specific values. 
The sound object may occupy a defined segment of the space – 
it is heard in that place only: a line segment, a plane, a sphere in 
the space. It can be attached to a graphic object – static or 
moving, or to a long graphic object with a sound sliding along 
the closest point to the user. 
A special type of sound object can be attached to the graphic 
object – that sound object doesn’t generate any sound itself but 
it changes parameters of processing of other sounds existing at 
the moment, when the user look towards that graphic object (e.g. 
the sun and the moon “changed” reverberation time of the whole 
scene in Ephemera).
Another special type of sound object was used in Placeholder. It 
could record the user voice and than play it back when the user 
touched the graphic object it was attached to. 

2.2.6. Processing and mixing 
Selected voices were localized in the space. They were 
binaurally processed according to control signals of azimuth, 
elevation and distance of a sound source in reference to the user 
head.
Localized sound can be used for sound sources attached to the 
graphic objects or invisible objects, simulation of extensive 

sound sources (a line, a plane), movement of the sound sources 
in the space or around the user head.  
Localized sound adds an audio feedback to the user movement 
in the space. On the other hand localized sound is very 
interesting itself through its potential of movement and creating 
different acoustical spaces. 
An additional audio processing (like chorus, delays, and 
reverberation) was also used at the level of individual sounds or 
groups of sounds. In Placeholder piece live voice from a 
microphone was processed when the user had changed to a 
critter – there was a delay introduced by processing that made 
people talk in different way than normally. 
All the layers of sound are mixed for each user in real time what 
creates a unique, often unforeseen soundscape. 

2.3. Data exchange between audio space control and 
audio generation module  

Several start/stop triggers and continuous control signals must 
be sent to the generation module. There was a simple MIDI-like 
protocol8 used in most of the projects. But it could cause sounds 
to be interrupted because of lack of information exchange. In 
Ephemere a special hand-shake protocol was used. It allowed 
keeping track of realization of audio commands and preventing 
an attack and a release of sound from cutting and wrong 
processing.

2.4. Audio generation module 
The latter module of audio space control creates control signals 
for an actual audio output generation for predefined voices. The 
voices are triggered on and off and modified according to 
specific parameters. As a result the module sends a stream of 
data (MIDI or program variables) to samplers, processors, and 
mixers to produce sound output. 
The MAX or ISPW MAX languages were used for the 
generation module in most of the projects. In Ephemere, custom 
software written by the composer Rick Bidlack was used. He 
also created the compositional algorithms for each voice we hear 
in Ephemere and Osmose.

2.4.1. Sound material 
In many projects sound material consisted of pre-recorded 
samples (e.g. environmental noises, animals, female and male 
voices, viola sounds) and synthesized sound (mostly based on 
sine tones and noise). I consider those types of material as the 
most suitable for the interactive soundscape. 
Sometimes also long soundfiles were used for narrative pieces 
like Archeology of a Mother Tongue. But long soundfiles give 
an impression of repetition and they are not as responsive as 
short samples. 
The user voice was also introduced into some pieces. In 
Placeholder piece the users’ voices could be recorded into 
special “voiceholders” and then re-used as an additional sound 
material through playing back by other users.  
However there is no control over the user voice what may cause 
undesirable effects. 

2.4.2. Sound composition methods 
Each voice is represented by a program routine that is invoked 
with a number of parameters in response to the user or the 
environment behaviour. The voice program routine consists of 
some algorithms for sound transforming on an “instrument” 
level (selecting a region of a sample file, changing volume and 
pitch envelopes, changing parameters of sound synthesis 
algorithms, changing parameters of various processing) and 

8 A serial protocol with high bit set for commands and high bit 
set to zero for data. 
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some algorithms for sound composition on a “score” level 
(playing sequences of notes). 
All the algorithms should allow for a fast change of the sound 
output in response to parameters change to achieve 
responsiveness of the soundscape.  It is very important that the 
algorithms take an absence of control signals into consideration 
when the user doesn’t move. 
The composition algorithms apply to all sound components, not 
only to music and ambience layers but also to short sounds, as a 
way to achieve enough variation of a voice, each time it is 
played in the environment. 
When I worked on audio generation I mainly used a method of 
adding some random or pattern-based jitter to various 
parameters of sound algorithms (within a specific percentage). 
Much more sophisticated compositional methods were used by 
Rick Bidlack in Osmose and Ephemere – he has used chaotic 
systems as generators of note events and other variations in 
sound parameters both for music and all sound voices. 

3. A virtual audio space 

It is possible to use a pre-recorded piece of music to accompany 
an interactive experience to enhance emotions of a graphic 
environment. But much more interesting is to look for new ways 
of working with virtual audio space, to go beyond the means of 
expression used for linear sound composition.  

3.1. The impact of related fields 
There are several fields related to sound and space that have a 
potential to contribute to the process of creating virtual audio 
space: phenomenology with the body movement as a main 
source of our knowledge of the environment (in virtual space the 
user movement “creates” the visual and audio space), 
architecture and urban design with their intended influence on 
people behaviour in space and in time (one person experience in 
virtual space allows to concentrate more on our own perception 
of the space; speed of the user movement changes what can be 
seen and heard in the space), psychology of hearing with 
principles of perceptual organization and the role of attention 
(user gesture of attention in virtual space may change the 
soundscape according to principles of perception, what normally 
happens in our head), phenomenological aesthetics with music 
as an intentional object (each fly-through the environment - 
unique, strongly dependant on the user behaviour – can illustrate 
the process of active listening), rhythmics and dance with strong 
relationship between music and movement (virtual audio space 
may become an instrument for a dancer). 

3.1.1. Music and space 
In the 50’s and 60’s space gradually became an element of 
music composition, and not only the performance attribute. 
There were a lot of new ideas about space in the composition 
and about new role of the listener: a spatial separation of music 
layers by musicians placement, space intervals, sound objects, 
wall of sounds, an immersion of the listeners “inside” the music, 
an active role of the listener through the movement in the space 
(various aural perspectives) and on perception level (shifts of 
attention between the sound layers). Those ideas could be now 
recreated in the virtual audio space. 

3.2. An attempt to specify new means of expression 
Behaviours of sound objects were thought up in close relation to 
artistic concept of the pieces, to support its content through a 
specific sound response to the user and the environment. New 
means of expression for virtual audio space can be defined 
through exploring that sound response. That issue will be 

considered in connection with several examples of audio space 
composition and interactions.  
3.2.1. An attention 
Ephemere: if you move fast you hear fewer of localized 
environmental voices and more of your body sound (you can 
hear more if you pay attention to the environment). That 
response rewards the user for the attention. 
3.2.2. A localized sound 
Ephemere: there is a rock object that calls you if you are passing 
by but not looking at it (you can hear invisible sounds that drag 
your attention and you look around).  
“Placeholder”: there is a localized sound of another scene 
coming from a portal you can use for a transition. 
These are attempts to influence the user behaviour. 
3.2.3. A viewpoint 
Ephemere: you can hear a continuous sound of a group of flying 
objects (“a flock”) when you see it, but if you don’t see it the 
sound changes (the behaviour of a creature may change if you 
do not look at it). 
3.2.4. New rules of perception, audio sub-spaces 
Crossing the border: if you look at the border you are in its 
sonic space, if you turn around to face the suburb - without 
changing the place - you hear the suburb only (it is like a gesture 
of closing your eyes, turning away when you don’t want to see -  
those audio sub-spaces go against the rules of perception).  This 
is an attempt to create an emotional soundscape to express 
emotions in that near-border zone where people want to forget 
about the border and have normal lives. 
3.2.5. A concentration 
Ephemere: if you get closer to a special rock object with a 
localized voice playing, and spend some time listening and 
watching it, the rock will change and start to play its internal 
sound, while other sounds (and images) disappear, and then you 
are surrounded by the rock image with the sound changed from 
localized to stereo sound that you carry with you for a while - 
any fast movement can break the process (you need to stop and 
spend more time to get familiar with an object or a person; if 
you start to concentrate on some sound or a thought, all the other 
sounds form a background and you stop hearing them).  
That response to the user concentration emphasize that you can 
discover more being gentle in the environment. It also tries to 
show the changes of perception when the user is immersed in 
thoughts.
3.2.6. Memory 
Ephemere: if you get onto the river it may carry you to the next 
scene, each time you move to another scene with the river, you 
carry one layer of sound from the previous scene and you can 
hear sound of two scenes together [you can collect sounds from 
different scenes]. This kind of transition tries to explore 
memories of past events. 
3.2.7. Light 
Ephemere: when you look towards the sun or the moon all the 
sounds you hear become more reverberant. It is a way to 
emphasize the perception of the light of those objects. 
3.2.8. Processing 
Placeholder: you can talk but your voice got changed when you 
had become one of the creatures, you can also hear another 
person with changed voice within the environment. This change 
tries to influence the user behaviour. 
3.2.9. A surface 
Osmose: if you go below the earth surface you suddenly stop 
hearing the sounds from above. It is an attempt to “show “the 
surface in sound since there is no solid graphic surface and you 
still see what’s above.  

You can explore the capability of externalizing our perception, 
work with the difference in aural and visual perception, or 
change the rules of perception for a particular project. There are 
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possibilities to work with responsive audio space based on 
changes of acoustic properties of space, foreground and 
background sounds, sense of distance. The audio space may 
have some layers or sound objects to be discovered, making the 
experience of the space more personal. Using mono, stereo and 
localized sound on the headphones gives variety of placing 
sounds in the space. 

4. Project workflow 

An interactive project involves collaboration of a team of people 
who have different skills. Usually there were more people 
working on the graphics than on audio part of the project. Char 
Davies decided to have two people on audio and two on visual 
side what was an important change. 
It was a production situation. We had to make things happened9

so we needed to use some intuition first, and then analyze the 
projects later on. This was a new area and production practices 
had to be improvised. And I think it may stay this way even now 
since the artists don’t want to work within pre-programmed 
templates. 

4.1. Preliminary project of an interactive audio space 
In most cases a preliminary audio project had to be done without 
any working version of the visual space. Many interactions 
between audio and visual spaces were discussed on the paper 
and through the real movement. 

4.2. Collecting an original sound material 
Sound material must be collected based on the preliminary 
project since it takes much time to do sound recordings, to 
search pre-recorded sounds and synthesis algorithms, and to 
organize the material within the sampler programs or a database. 

4.3. Programming  
Each of the sound objects or sound layer must be programmed - 
it always takes time to present an audio idea to an artist (similar 
situation applies to visual part). Artists often are not aware what 
is possible or what is hard in terms of programming and the time 
required for a specific task can be underestimated. 

4.3.1. A rehearsal mode 
This is a very important part of a program for the working 
process (but there is often no time to program it)10. It is 
necessary to be able to start the piece from various scenes (in 
space and in time) not from the beginning only, and to force the 
time forward in time dependent scenes. It is important to work 
with one sound objects at a time in the environment, to rehearse 
its behaviours before putting the scene together (various 
variables and the position of invisible sound objects should be 
printed in the space with the object, not just on the monitor). 
The rehearsal mode should include a method to initialize all the 
sound routines (“a reset button”) and an option of simulation of 
control signals (from the sensors and the environment), for an 
off-line work on audio space without the whole visual system 
available. 

4.3.2. An interactive “post-production” process  
Production of audio part of the project overlaps with visual 
production. Ideally the graphics should be almost finished 

9 When a proper hand-shake connection between visual and 
audio programs hasn’t been done on time, John Harrison and I 
had to prepare overnight a simple MIDI-like serial protocol to 
start working with the artists on scheduled projects.  
10 The most advanced rehearsal module was written by John 
Harrison for Ephemere.

before audio postproduction but some interactions require 
working on both parts together. Also after adding sound objects, 
the graphics might require some timing or space corrections11.
Sound turned out to be a debugging method for the whole 
program. A graphic object with sound attached could be traced 
in a scene and transition by listening to it - all abrupt cuts in the 
sound meant a bug.  
The final version of the project should be well tested - it requires 
long-term test as a preparation for many days of running the 
piece in the gallery. 

4.3.3. Program backup 
There is often not enough time to finish everything before the 
opening and some work is done in the gallery while setting up 
the piece. So the final backup of all data must be done over 
there. It should be possible to restore all the software, data and 
connections in case of failure of the equipment, based on that 
backup.

5. An exhibition in an art gallery

The immersive projects were shown in various places: in a 
project studio, in a big conference space, even in a shopping 
mall, but mainly they were exhibited in art galleries.  
It takes few days for an installation of a complex project 
including all the equipment setup and an acoustic adaptation of 
the space (e.g. a carpet and curtains on the walls12). The latter is 
very important since art galleries were not built for audio art 
(there are very reverberant rooms with high ceilings, there is a 
noise of ventilation and noises of audience steps on the floor, 
there is not enough acoustic isolation between rooms with 
different sound installations). It is also worth checking some 
audio details like good labelling (left/right) for audience 
headphones (sometimes the label should be visible in a 
relatively dark room) and an information for audience that what 
they hear is a real-time generated sound in response to a person 
in the helmet (most people assumed a pre-recorded 
“soundtrack”).
It is useful to keep a similar setup for more projects if you plan 
to exhibit them together. This way Osmose and Ephemere were 
exhibited together on the alternate days.  
It is necessary to make training about the setup (including sound 
check routines) and emergency procedures (in case of a crash) 
for museum technicians and attendants (who help the users). 
The procedures of reloading the system should be as simple as 
possible – detailed instructions must be written for the gallery (it 
is hard to find time for that). 
An art gallery needs to book time slots for people for an 
individual experience of the virtual space – this is a main reason 
to introduce a 15 minutes time limit per user which affects the 
overall time structure of the piece13.

6. An interactive art lifetime 

For complex projects, it might be difficult to gather again all the 
equipment after the first exhibition. This happened to big 
installations (Archeology of a Mother Tongue, Placeholder) that 
required great amount of equipment and was shown just once in 
the Banff Centre for several days only. Inherent Rights, Vision 

11 MAX language I used for sound programming allows 
watching variables and making changes while running the piece.  
12 These are the elements from both Osmose and Ephemere
exhibitions – people entering that subspace of the gallery could 
hear the difference. 
13 In case of earlier projects there was no limit on duration of the 
project so an attendant had to inform the user about the end. 
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Rights was prepared for an exhibition by building a special 
“kiosk” with a viewer, and Bar Code Hotel got ported to more 
compact setup. This is an important issue to consider while 
deciding about the equipment, to be able to exhibit the work14,
especially as interactive art involves fast changing technology 
that disappears. 

6.1. Archiving of an interactive project 
There was no method of archiving interactive projects other way 
then on a video tape. At present most of the projects exists as 
memory and as a video documentation. I’ve been also recording 
sound of several flies-through the pieces to save those 
ephemeral soundscapes.  
Unfortunately no tape will grasp the relation between the users 
and space what makes it difficult to evaluate the piece. 
People, who make a documentary based on a videotape of the 
piece, should be aware of a connection between audio and 
visuals in real-time creation process, and just leave it in sync. 
I’ve seen some documentaries with “enhanced” and re-edited 
audio that had nothing to do with the actual piece. So the piece 
might be only debated … 

7. Conclusions 

The virtual environment can be considered as a metaphor for 
perceiving, discovering and affecting real environment. The 
response of the virtual environment to the user behaviour can 
demonstrate the way we perceive the world and its aural space. 
It gives a lot of possibilities to use virtual sound as an aesthetic 
medium and as a means to explore our perception, aural 
illusions, current and historical soundscapes.  
The perception of virtual sound must be learned in the same way 
people have learned cinematic sound, to comprehend behaviours 
of spatial audio. In case of exhibition, an audience should be 
informed about real-time virtual sound to bring its specificity to 
people attention. 
The last project I worked on, Ephemere, is a very important 
piece for me. For the first time we have managed to realize 
many of my sonic ideas for virtual environments. Ephemere
contains some layers of interactive sound that require time to be 
discovered and maybe they are still waiting to be uncovered.  
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SoundTableTennis – an interactive sound installation
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Abstract. This paper discusses some of the major problems involved in the design of interactive sound installations: interface-jesign, 
realisation with limited budgets, reliability and stability, parameter extraction, mapping and sounddesing. As one possible solution to 
these problems the approach of SoundTableTennis is presented both form an artistic and a technological point of view.

1. Introduction 

SoundTableTennis is an easy-to-use interactive sound 
installation which was built with little money and without any 
sophisiticated technology, which was originally commisioned by 
the so called Klangturm1 (engl. sound tower) in Sankt Poelten, 
Austria. As a museum for sonic arts and interactive media in 
Lower Austria the Klangturm welcomes up to 350 visitors a day. 
The installation was on show for six months between the end of 
April and the beginning of November 2005 amd more than 
25.000 people had fun playing SoundTableTennis. 

Figure 1: Klangturm St. Poelten, Austria 

2. Problem Definition 

Interactive media installations play an important role in current 
art practice and are becoming more important for advertising, 
entertainment and business events and shows. But apart from 
some outstanding festivals of media arts visited by specialists 
from all over the world, the majority of users face similar 
problems again and again. 

2.1. Interface Design and Usability 

1 http://www.klangturm.at (last visit 24.08.07) 

Usability and User Interaction are amongst the most important 
issues. Especially in museums and art galleries people are used 
to the sign “Please don´t touch!”. Often the interface is far too 
complex or the reactions of the system is to sophisticated. For 
these reasons interacting with a media installation often takes an 
effort to overcome one´s inhibition and there is a need for easy-
to-use interfaces. But at the same time a certain amount of 
complexity is important for the interface to be exciting and 
make people curious to explore and to play with the installation.  
Solving this conflict between simplicity and complexity is 
propably one of the most important steps on the way to 
succesful media-installations. 

2.2. Limited Budget 
Designing an interactive media installation, artists usually face 
another problem as well: In the arts you can do whatever you 
want, as long as you do not need any money!“  
Usually artists have to realize their ideas with low or even no 
budgets. Of course this is a crucial problem for the realisation of 
interactive media installations, as not only several people – 
artists and designers, computer scientists and technicians – are 
involved in such projects, but often expensive technology is 
necessary as well.  

2.3. Reliability and Stability 

“Sorry, this installation is out of order!” 

Interactive media installations have to work without interruption 
over a longer period of time. But as everybody knows from his 
or her own experience, computers crash and software has bugs. 
That is why it is a major challenge to construct reliable and 
stable interactive installations. To find a solution to this problem 
seems to be even more difficult within the field of media arts, as 
only brand-new technology, software and sensors are what the 
nerds (the experts, the gallery owners, the journalists,…) call 
“cool”.

3. Basic concept 

The basic concept for solving these problems was to use a well-
known and easy to handle game as interface for an interactive 
media installation. Starting with SoundTableTennis, users have 
to do no more than play “Ping Pong”. Thus no sophisticated 
explanations are necessary for interacting with the installation 
and usually people really like to play the game.  

Besides the usability, the number of parameters for interaction is 
defined by the game as well. This fact guarantees that on the one 
hand the system has a sufficient degree of complexity to ensure 
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a wide-spread variation in the artistic output. But on the other 
hand, it is still rather easy to handle.  
For SoundTableTennis the common rules for table tennis are 
changed slightly: rather than compete with each other, users 
must collaborate to play the ball back and forth as regularly and 
to keep the installation alive for as long as possible. 

4. Technical realisation: 

SoundTableTennis is realized with very simple means to fit the 
often limited budgets for artistic media installations and to work 
in a stable and durable fashion. 

4.1. Hardware 
Six contact microphones, so-called drum triggers, like for 
instance the Yamaha DT-20, are used as sensors mounted on the 
back of a ping-pong table.

Figure 2: Position of six microphones 

To analyze the signals of these microphones they are connected 
to a standard PC (P4 / 2,4GHz / 512 MB) via a soundcard with 
at least six inputs and two outputs, like the M-Audio Delta 
1010LT PCI soundcard. For the audio output of the interactive 
system two active loudspeakers are needed. 

4.2. Software 
The software was developed using Native Instrument’s 
Reaktor2, a modular programming environment optimized for 
digital sound processing. Distinguishing between the so-called 
“Panel Window” for the User Interface and the “Structure 
Window” for the development of a user application, NI Reaktor 
offers a very good compromise between complexity and 
operability. In the structure you choose and connect so-called 
“modules” from a huge variety of possibilities, like very simple 
mathematical operations as well as more complex filters, 
samplers, oscillators.  

Equipment Price
(in
Euro)

Ping-Pong Table 200.-  
6 Trigger Microphones (Yamaha DT-20) 140.- 
PC (P4 / 2,4GHz / 512 MB) 600.- 
Soundcard M-Audio Delta 1010LT 195.- 

HW

2 Genelec 8020 550,-- 

SW Native Instruments Reaktor 5.0 380.- 

Total 2065.-

Table 1: Hard- and Software used for SoundTableTennis

2 http://www.native-instruments.com/index.php?id=reaktor5 
(last visit 24.08.07) 

Some other modular software environments for interactive 
processing of digital sound and media, like Max/Msp3 from 
Cyling 74, the open source software PD4 (Pure Date) or Meso´s 
VVVV5 (beta version for free download) offer even more 
possibilities and more flexibility compared to Native 
Instrument’s Reaktor. But more detailed knowledge in digital 
signal processing is needed for these tools. Also the design of 
the user interface of the specific application is easier with NI 
Reaktor in most cases.  

5. Parameter Extraction 

The six contact microphones are arranged on the back of the 
ping-pong table as shown in Figure 2. The envelope of each of 
these signals is detected. 
The signal levels of these microphones are compared by means 
of quite simple mathematical and logical operations to extract 
the following parameters for interaction: 

- Hit 
- Tempo 
- Position 
- Number of Hits 
- Start 
- Stop 
- Next 

Figure 3: Parameter Extraction 

5.1. Hit 
If the average level of all microphones rises above a certain 
threshold, the ball hits the table and a Gate-Impuls is generated. 

5.2. Tempo 
The time between two hits is measured and converted into BPM 
(beats per minute) to control musical tempo. 

5.3. Position 
Comparing the levels of the six microphones, it is possible to 
detect eight different positions of the ball hitting the table, which 
seems to be sufficient for this application.  
If for instance the level of Microphon 1 is bigger as the level of 
Microphon 2, the ball hits the table on the left side. If the 
average level of Microphon 1 and Microphon 2 is bigger as 
Microphon 3, the ball hits the table on the back side. 

5.4. Total Number of Hits 
The total number of hits is counted as well as the number of hits 
on each position. 

3 http://www.cycling74.com/products/maxmsp (last visit 
24.08.07)
4 http://puredata.info/ (last visit 24.08.07) 
5 http://www.vvvv.org/ (last visit 24.08.07) 

M2

M1

M3

M5

M4

M6
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Figure 3: Eight Positions comparing
the levels of six microphones 

5.5. Start 
As people should play to getter and the shouldn´t be a sound by 
mistake, the sound-installation starts only after two hits.  

5.6. Stop 
If there is not Hit for a certain amount of time, 
SoundTableTennis is muted. 

5.7. Next 
This parameter indicates a certain amount of hits. For instance 
“Next” can indicate every eight hits and enforce the use of other 
sound-samples to ensure enough variety in the sounding output 
of the installation. 

6. Mapping 

When developing an interactive installation, decisions must be 
made regarding which interaction parameters force which 
reactions of the system. This process is usually called 
“Mapping”.

6.1. Compexity vs Clarity, Variety vs. Prediction 

On the one hand, sufficient complexity is needed to ensure 
variety in the artistic output of the system and to keep the 
installation exciting for users over a long period of time. On the 
other hand, the allocation of the user’s action to the system’s 
reaction has to be clear and easy to understand. Users have to be 
sure that they can influence the system’s output. Otherwise they 
will not play with and explore the tool. If the mapping is too 
complex, users soon get the feeling that the system’s output is 
changing just by chance. For this reason the system’s reaction to 
a certain user action has to be predictable at least in some 
respects. Dealing with these tradeoffs between complexity and 
clarity and between variety and prediction is a difficult task. 

6.2. “Not the instrument, the music is interesting!” 

Media artists should always be aware that the output of an 
interactive installation produced by certain actions of the user, 
not the installation itself has to be considered as most important. 
If you take, for instance, a piano, which of course can be 
considered as an interactive tool, it is absolutely obvious that 
people want to listen to the music played on that instrument. But 
within the field of (interactive) media arts it is far too often only 
the newest technology used in an installation which surprises 
and attracts the attention of the users. In most of these cases the 
output turns out to be rather boring and people lose their interest 
very quickly. In contrast to the piano, users do not practise the 
use of interactive devices for several years. That is why the artist 
has to ensure that the output of an interactive installation is 
interesting, whatever action is taken by the user. Again this 
problem has to be solved within the process of mapping. 

6.3. Mapping for SoundTableTennis 

As everybody suspects, SoundTableTennis triggers a Sound 
Sample every time the ball hits the table. To guarantee enough 
variety, each position triggers another sound and the position-
specific sound is changed after it has been played eight times. 
As the sound is produced by the Ping-Pong Game, the Samples 
are designed to be percussive.

In addition to this kind of sound material, more rhythmical loops 
are used. It is obvious that the tempo of the ping-pong controls 
the tempo of the drum loop. The selection of a specific loop is 
also affected by the tempo: Slow play is accompanied by 
atmospheric sounds, more rapid play causes faster drum beats in 
techno style. After the ball has hit the table eight times, the loop 
must be changed to ensure variety. The longer people can play, 
the more sophisticated the music becomes. 

Parameter of Interaction Reaction of the System 

Hit Triggers a short percussive 
sound sample 

Tempo Determines tempo and mood 
(atmoshperic sound or 
techno loop) of the drum 
loop played in the 
background

Position Determines the specific 
sound sample 

Total Number of hits 
(Next)

Changes the loop in the 
background

Number of hits on one 
position
(Next)

Changes the position-
specific percussion sound 

Table 2:  Mapping  

7. Evaluation 

SoundTableTennis was developed between February and April 
2005 for the Klangturm in St. Pölten. Within six months there 
were no crashes or any other technical problems. As the 
installation was meant to be built by rather simple means, the 
overall budget was only around 2000 Euros. As some equipment 
(loudspeakers, NI Reaktor) was already available at the 
Klangturm, even less money was needed.  

The interactive sound installation was used by up to 350 persons 
a day between 29th of April and 1st of November 2005. As most 
of the visitors of the Klangturm had great fun playing with the 
installation, we can conclude that the use of a well-known game 
as an interface together with well considered and comprehensive 
mapping seems to be a good choice for an interactive sound 
installation.
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The body as transducer: building narratives through gestural and sonic 
interactivity 

Nina Waisman   168 West Glaucus Street, Encinitas, CA, USA, 92024   waisman2@cox.net
http://www.ninawaisman.net

Abstract. The interactive sound-and-sculpture installations I’ve made over the past few years highlight the negotiation of bodies 
though sensor-mined sonic environments, exploring the impact these negotiations have on the generation of meaning.  The work 
underscores the interaction between physical, sonic and logical choreographies, and the ways these choreographies are altered by the 
presence of "others".  These "others" can be social, physical and/or technological. We humans have always been transducers of the
energies presented to our bodies. What limitations and additions to the grammar of transduction do today’s interactive spaces 
produce? 

1. Transducer 

transducer, n. a device that is actuated by power from one 
system and supplies power usually in another form to a second 
system. [1] 

2. Quinine 

(Video: http://www.ninawaisman.net/quinine)

Quinine       Waisman, 2004         photo © 2004 Steven A. Heller 

In Quinine, five interactive sound-and-sculpture stations pair 
gesture with language and the sonic distortion of that language 
in order to raise questions about the dominance of language in 

the face of other forms of power transduced by a body. I will 
analyze a couple of these interactions closely here, to explore 
how a body might perform as a transducer.  

In Quinine, you enter a room with a slightly haunted, but not 
unpleasant soundscape. Your entry draws a sound out of the 
murk and begins to bring it in focus.  At some point, you might 
realize the sound is a word. As you continue to walk, your 
movement into the room alters the sound’s pitch and rhythm. 
You can mold the sound or be attacked by it; the sound is 
distorted by your presence. You might eventually climb a small 
staircase, swivel in a chair, etc., and, in each case, your 
movement alters the delivery of a different spoken word. The 
sound you hear when you are not interacting is simply the five 
central words with pitch extended so they sound like wind. 
(Note: The windy sound is unfortunately distorted in the video; 
it is much subter in the actual installation.)   

Quinine explores the slippery relationship between language and 
experience, experimenting in particular with the performative 
aspect of communication. Language is presented as a sensory 
experience; experience/activity is offered as the source of 
occasionally articulated words and ideas. There are grammatical 
phrases to be made from the five words driving the piece, but 
most visitors succumb to experiential combinations of behavior 
and sound built into the interactions.  

The first interactive "station" in Quinine is quite transparent in 
its presentation. In it, a proximity sensor, the sort used to control 
sliding doors, is sitting plainly on a plinth. This station uses the 
most elemental method of displaying a sculptural object: put art-
object on plinth so art-audience can approach, circle, and 
consider said object. But here, rather than sitting mutely for a 
visitor's contemplation, the sculptural object considers the 
visitor, audibly acknowledging his or her style of approach, 
imposing a new channel for manipulation of a visitor's physical 
behavior and attention. The sensor-plinth sculpture is set at the 
end of a 20 foot long, subtly blue-lit area. The lighting creates 
an approach path to the sensor (this is hard to discern in the 
photo-documentation). Those who walk the lit path control that 
particular sound space. As you enter the path, you hear some of 
the windy sound gradually increase in speed and pitch until a 
rhythmic pattern becomes clear. As you get closer to the sensor, 
that rhythmic pattern slowly resolves into a normal 
pronunciation of the word "is". If you get very close to the 
sensor, that "is" increases in speed and volume so that it seems 
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to quickly and aggressively punch out intonations of "is" aimed 
at your chest.  This creates a physical sensation. I bury a large 
Bose speaker in the shredded newspaper right behind the sensor 
so the quick bursts of "is" are felt as subtle compressed punches 
of air by those who come close.  

I wanted this first station to address someone while they were 
doing something quite natural - i.e. walking into the room and 
approaching the first object in the space. I saw this as a kind of 
announcement that our simplest acts can be fodder for digital 
manipulation, for unexpected acts of transduction. This 
manipulation is a little creepy, but curious enough to make most 
people willing to participate as they learn what control they 
might have over the experience.  A different form of 
manipulation molds the interaction at each station in the piece. I 
bury a single large speaker in the newspaper next to each 
sculpture-station. In this way, you, the visitor, become more 
aware of the relationship between your particular movements 
and the sound generated next to you.  However, you are not 
alone in this installation and the sound these powerful speakers 
make draws the attention of other visitors towards you. Your 
private gestural interaction become public, as others turn 
towards the sound. This makes participation in the piece 
pointedly social and performative, in a way it isn't always in 
artworks.

How then is the body functioning here as a transducer? What 
powers are being translated by a visitor's body, and what power 
does that body then provide to the global system?  The most 
obvious force powering a body at this station is sonic.   As the 
sound waves enter the body in response to its motions, the body 
responds by avoiding or courting these waves. The sonic waves 
might be transduced by a body into the force of curiosity, 
driving a visitor further into the piece. Or perhaps it is the desire 
for control that is actuated by the comprehension that the 
physical waves penetrating the body can be manipulated. Or 
maybe there is a physical attraction actuated when a body 
understands the sound to be unthreatening, particularly as that 
sound resolves itself into rhythm. As a visitor triggers this 
sound, others in the room often turn to consider the sound 
source, i.e. the behavior of the person triggering the sound. The 
transducer in this case suddenly becomes a watched performer 
and this role functions as a stimulant for some or a discomfort 
for others. The sonic energy at this point is transduced by a body 
into social dynamics centered around exhibitionist energies and 
bodily confidence.  Symbolic/logical transduction also enters 
into the equation with grammatical recognition of the word 
pronounced at each station, which may in turn be translated into 
symbolic or metaphorical powers of understanding. 

One of the key questions in Quinine swirls around control. Who 
is in control? Whose power is being actuated? Globally, it might 
seem I am in control - I have programmed the electronic 
transductions of visitor presence into sonic response. I have 
created a world of objects placed deliberately to encourage 
particular behaviors and hopefully evoke consideration of 
particular issues. But people are not robots and they don't stick 
to a script. They find ways to play with the system, to hack it, 
and therefore develop their own meanings. Their bodies and 
minds are not passive transducers, but actuators that supply 
feedback to an evolving system. If they find a sound or a 
gesture-sound combination interesting they will play with it. 
Others, if attentive, notice this play and respond to it by playing 
with the sound at their particular station. The system shifts then, 
from one that might be read to one that can be played. To be 
fair, the possibility of play is to some degree programmed into 
the system, but it is not confined.   Meaning in the piece  derives 

from a visitor's gestural and sonic experiences, which generate 
individual contributions to an overall performance. Narratives 
are constructed through each visitor’s particular melding of the 
linguistic and experiential elements present in the room at a 
given moment.   Thus the question of what it means to have the 
word "is" punched at you in the middle of considering an 
artwork becomes understood not primarily through a 
grammatical consideration of the word, but rather through feel 
and social interaction; by how the body transduces the sound, 
molding and  reacting to it rhythmically and physically in the 
midst of the larger landscape of the group performing Quinine at 
that time. 

The words attached to each gesture in Quinine are deliberately 
quite open and imprecise. The first "is" is followed by the word 
“this”, which plays at the staircase. The staircase is an almost 
iconic stepping platform in the mode of some minimalist 
sculpture from the 70's. The form evokes a pure idea of a stair.  
But it is made not of the minimalists’ reductive materials. 
Instead it is clad in a material that announces its cultural 
inflection – shiny, diamondplate steel which is fetishistically 
used for truck detailing in the US. Visual cues are used 
throughout the piece in this way to undermine ideas of "pure" 
forms, just as ideas of "pure" linguistic meaning are consistently 
called into question. And, of course, this staircase doesn't sit 
quietly on view, but tempts you to consider walking on it. When 
you do, it responds by playing a range of synthesized ditties 
made from a voice speaking "this” – a different one is played in 
response to each step you take. The idea of a particular "this" 
dissolves into multiple "this-es" that can be reordered or heard 
simultaneously by moving on the steps in atypical patterns. 
Again, meaning is made not by tuning an audience's attention to 
the grammatical sense of the word, but rather to the 
simultaneous transduction of the sound of the word, its meaning, 
and the movement and position of the body. Meaning is not 
simply linguistically determined, but highly impacted by the 
body's engagement with the pronouncement of words, and with 
a body's play with a particular sound-gesture combination within 
a multi-user performative sound space. 

A starting point for Quinine was my own experience of ideas 
and language surfacing seemingly unrelated to physical actions I 
performed as I moved through a given environment. Where did 
the ideas come from? Was it the social construct of language 
imposing these thoughts, or, more fantastically, could 
environments and inanimate objects somehow be talking 
through me? Was it my movements that shaped the ideas? Or 
were my ideas more likely a hybrid soup based on the ever 
changing mix of symbolic and concrete inputs passing through 
me? These questions arise even without introducing technology 
into our environments. But now that we have spaces that read 
and respond to us, pointedly introducing "appropriate" stimulus 
(advertisements, lighting, etc), the thought-making soup 
becomes more complex: on the one hand more surveillant, on 
the other hand, new modes of communication & expression are 
afforded. 

Brian Massumi recently introduced a model of the body as 
transducer in his book Parables For The Virtual [2], describing 
the motors for players movements during a soccer game. 
Massumi sketches a scene populated not by bodies, but by "part-
objects" of the soccer game:  

The body figures not as an object…but as a 
part-object, a conversion channel, a 
transducer...[3] 
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In Massumi's soccer match, every gesture of an attentive player 
is charged by the game’s goal. Each body is addressed not as a 
whole, but as body parts that might or might not be able to 
achieve the goal. Each “part-object” senses its global role in the 
field of attractors and responds by transducing the game's global 
tension into an action that is an expression of the game, not of 
the individual. A foot in motion (and thus the body connected to 
the foot) is driven by all the particular details of a given moment 
in a game on a given field - and all those environmental details 
are charged by the game's goal.[4] The transducing human lives 
in and through its bodily conversion of energy “inputs” - the 
goals and stimuli of a given moment. The human is defined at 
and through exchange between input and output – it is neither a 
purely inner-mind space nor a purely bodily-material existence. 
Human existence unfolds in a non-site of exchange. Quinine
explores this reality as it begins to be populated by new digital 
players. 

3. Around 

(Video: http://www.ninawaisman.net/around)

Around      Waisman, 2004          photo © 2004 Steven A. Heller 
In Around, I have built an overall choreography that is meant to 
parallel the spoken words heard in the piece. While in Quinine,
individual gestures and positions are highlighted as 
transducers/generators of social and narrative meanings, in 
Around, it is the complete time-based choreography performed 
by the visitor that embodies the linguistic sense of the piece. 
Linguistic sense is amplified by this physical doubling, but may 
also be undermined as visitors play the system against a single 
narrative grain. 

Around addresses surveillance through an interactive sound-and-
sculpture installation, tuned to make the viewer conscious of her 
physical and mental entanglement with systems that map 
meaning onto experience. Searching for meaning implies a hunt 
for a system through which to organize experience; but if we 
find a system, are we not mapped or watched by it, to the degree 
that we allow it to sort our experiences?  

Visitors to Around move at first in unprogrammed ways, 
interrupted by words and out-of-sync bursts of room-tone 
emitted in the space. Some people listen, consider, and exit 
unconcerned as to why sound plays; they experience Around as 

a fixed piece. Others, sensing that their movements are 
triggering the words heard in the room, walk carefully on the 
green felt dots, sure that will trigger more words and meaning. 
But seeking mastery of Around lures visitors into moving about 
four speakers in hypnotic, seemingly choreographed gestures. 
The expectation that this mastery will be rewarded with meaning 
is turned upon itself as the words played reveal the phrase: it’s
around here somewhere 

Like Quinine, this installation explores questions of control, but 
here the choreography is much more tightly woven into the 
narrative logic guiding the piece. How a person interacts with 
Around dictates the nature of their comprehension.  Visitors who 
move freely about are free of the system and will likely not have 
their experience controlled by its linguistic narrative. In this 
situation, words are rarely heard. Instead, the sonic focus is on 
the long loop of recorded room tone playing continuously 
against the real room tone, creating a subtle sound-time-space 
warp. This is hard to pick up in the video, but adds a dizzying 
quality to the experience of the space. The piece is ismply a 
suggestion of technology's ability to displace time and space for 
those players who remain lightly engaged. Those who get more 
involved in Around often move carefully about on the green dots 
in hopes of triggering sound. Their motions become more 
constrained by the piece's narrative concern with meaning 
generation. They pursue the visual cartesian logic of the green 
dots, moving their bodies like markers along the point-studded 
x/y axis in an organized attempt at finding meaning. They 
trigger words on occasion, but generally not enough to put 
together a phrase. Their experience is more of a hide-and-seek 
game whose linguistic sense remains more hidden than found.  
But they generally become self-conscious of both their physical 
and intellectual hunts for meaning, and perhaps of the 
relationship between the two. 

Another type of response comes from those people who cross 
paths with the large speakers – they trigger words each time they 
do this. The triggered text might erupt in the speaker in front of 
them or in one to the side or behind. If the sound erupts in front 
of the visitor, they typically approach it.  This changes the 
intonation of the word played from a whisper to more desperate 
call to an angry declaration, etc. If the sound erupts behind the 
visitor, they typically turn and move towards it.  Arriving at the 
sounding speaker will trigger another word to erupt from a 
different speaker. A puzzle-solving (goal-oriented) visitor will 
chase after the words bouncing through the speakers, and will, 
as the men in this video do, finish by moving about the speakers 
in circle. Their walking patterns parallel the circular logic of the 
piece. I wanted the body to perform the logic of the piece, to 
move freely when not encumbered with meaning, and  to move 
in an increasingly controlled fashion as meaning takes hold of 
the experience. The phrase it's around here somewhere
eventually forms, offering itself somewhat ironically as a reward 
for hide-and-seek, a reflexive declaration of the search itself. 

Balanced against these hermetic underpinnings is an interest in 
Deleuze & Guattari's proposal in A Thousand Plateaus that 
sound play - chromatics, as they call it - might eventually push 
language towards a "beyond of language”. [5] As visitors move 
closer to speakers in Around, sound and intonation become 
quieter; moving further away increases volume & anxiety in the 
intoned words. With certain motions, visitors can "scratch" 
words. Some of the sensors  trigger recorded sound incidents 
present in the real room tone. Visitors play with these variables, 
turning temporal, spatial and linguistic logic into malleable 
games.  Additionally, explorations of the space shift the ground-
covering of green-felt sound-absorbent dots about, subtly 
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altering the quality of the sound played in the room as the newly 
arranged felt absorbs sound differently. These entropic elements 
suggest freedom in the midst of the programmed experience. 

4. Dictation 

(Video: http://www.ninawaisman.net/walks0107/index.html)

Dictation  4                                            Waisman, 2006-ongoing 

What kinds of control and/or creativity are afforded when 
something as essential as a walking rhythm is reprogrammed? 
Dictation presents a body’s transduction of another body’s 
sound in order to consider the deeper internalization of both 
control and understanding made possible with common 
technologies. 

Technology increasingly splices disparate effects and minders 
into our lives, targeting a body’s various intake channels for a 
range of satisfactions. People walk the city paced by individual 
soundtracks shuffled from commercially produced material, 
making lives more hip, more metered, more efficient. Our paces 
are set by virtual rhythms and tracking systems to which we 
happily subscribe. What new forms of bodily targeting and 
splicing will be generated as our environments gain 
intelligence? Your footsteps might be swapped out for a gait and 
pace meant to adjust your mood or style. You might walk in the 
steps of your idol of the moment, coming closer bodily to the 
one you wish you could be. You might download tracks to help 
you learn the productive movement rhythms of successful 
figures in your field. Your body subtly gives way, disappears, as 
you puppet the moves deemed more desirable. Visitors to a mall 
might be induced to slow down as they pass by consumables by 
a beat altered to repeat just a hair slower than their natural 
rhythms. This idea is not new to our culture.  Musak has, of 
course, spent years researching and producing the perfect 8-hour 
shifts in musical speed to produce a more profitable 
work/consumer force. But how much better it could be done if 
gait could be tracked and responded to on the fly! 

On the other hand, there is a possibility for a new kind of 
attunement here. Language, both written and spoken, images, 
and external observations of physical gestures and qualities are 
the mediums through which we generally read others. What 
might we understand of someone through a more direct 
alignment/attunement with this person's physical state?  What if 
we could inhabit some unique aspect of their bodily rhythms? 
Will understanding be achieved, or is this just another high-tech 

way to consume others?  

Consider the video Training 2 [6]. A woman is walking in a 
large empty space, with a speaker set into each corner. She is 
barefoot, but she generates the footfall of someone wearing 
hard-soled shoes, the sound echoing loudly off of the concrete. 
This continues for a few moments. The effect is briefly, 
viscerally disconcerting. Soon enough, the viewer realizes this is 
just an effect. Though the walker's steps appear aligned with the 
sonic footfalls, a stiffness in her gait early in the piece reveals 
her work aligning her feet to sound she is not emitting. An 
occasional glitch in the alignment of her step and the sound then 
make it clear she is walking to someone else's gait. It's comic 
perhaps, or simply odd. Her walked patterns respond to the 
highly regular pace, cutting mostly straight lines through the 
space as if she is marching or walking a beat. You, the viewer 
change your impressions of this character  over time. You might 
think of a prisoner in a cell, a cultish follower, a cop on a beat, 
or a meditative stroller. The space the walker moves in is not 
small, but the insistent beat of the sonic step makes it feel a bit 
claustrophobic; the regularity of the pace binds the space and 
time, generating  tension.  

As I walk in these videos I become the transducer for the sound 
of another body – in this case, the recorded footsteps of a 
Hollywood trope, the typical male authoritative walker from a 
40’s film. I am tracked by these sonic footsteps played in the 
room in an odd way. Consider how the footsteps constrain me 
and make me adjust my rhythms. I must slow down to match the 
pace of the walker; in so doing I can't help but adjust internally. 
My mind and body tend to speed along, but both are slowed by 
this pace, as I adjust to its cadence. Later, as I gain a bodily 
mastery of the rhythm, my mind is free to move at its own pace, 
but not entirely. The artificiality of the gait leads me to imagine 
the other walker.  I think of him as a man, with longer legs than 
mine, who takes more time than I would to move from A to B. 
One leg is shorter than the other, one receives more weight that 
the other. I spend much of my time moving between my own 
thoughts and imaginations of and identification with the body 
and mind of the unseen walker. I am that man in some way, 
though at the same time I can't ever be. I am trying to be or to 
understand someone else, but the method I'm using is quite 
invasive. The sound waves physically enter and propel my body. 
Even when I don't think of the walker, my motor timing is 
altered and this alters my mental state, as it is given its form in 
part by the sonic and choreographic pacemaking built into my 
concrete present. 

Marcel Mauss in his 1934 essay "Techniques of the Body” [7]  
made a very strong case, through globally wide-ranging 
anecdotes, that all physical behavior is culturally inflected. 
Stance, gestures, posture are sculpted, at least in part, through 
social imprinting that teaches some behaviors only to prevent 
others.  Hillel Schwartz’s Foucaultian essay "Torque: The New 
Kinaesthetic of the Twentieth Century” surveys the mid-19th

through mid-20th western belief that centered, unified, mind-
body rhythms acted as the determinants and perfectors of 
efficient action. That era’s analysis and attempted modulations 
of these rhythms, in the service of increasing mental and 
physical efficiency, re-formed the fields and forms of dance, 
industrial design, education, handwriting analysis, etc. [8] 
Jonathan Crary in his 1999 book Suspensions of Perception
looks at the late 19th and 20th century obsession with attention 
“to demonstrate that vision is only one layer of a body that could 
be captured, shaped, or controlled by a range of external 
techniques. [9] In brief, gesture and sound have long been 
employed as mediums of social control, mediums through which 
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a body could be made to transduce dominant ideas of efficiency, 
centrality, and predictability. But while the visual and linguistic 
lend themselves well to the past century’s techniques of 
deconstruction in the interest of revealing social control, the 
indiscrete nature of sonic and gestural impingements on bodies 
leave this area open to more open-ended, multi-modal 
considerations. As an artist, I find this very compelling. 

My videos do not pointedly deconstruct power, but seek to draw 
a viewer's attention to a somewhat strange place of attention (the 
footstep) in order to consider what kinds of communication, 
control and escape might be possible through this particular 
medium. It is perhaps easier to consider power through a strange 
visor rather than a more familiar one. After making the videos of 
walking using archival footsteps, I made a series of videos in 
which I walked in the footsteps of friends I had filmed walking. 
I didn't look at these walkers' videos, I simply walked to their 
recorded sounds, wondering if I might break some of my own 
bodily conventions prompted by the rhythms of others' bodies. 
By focusing my attention on the sound of their steps, I thought I 
might be able to find a line of flight from conventions embedded 
in my body, or at least expose these conventions. 

Consider the video “Dictation 4” [10]. Veronika, the woman in 
the top frame, paces as she chooses, following my request to 
walk for 10 minutes any way she likes. In the frame below her, I 
try to align myself with her walk. Through much of the video 
my concern with finding her in space is apparent. It is hard to 
do, and prevents my arriving at a clean temporal alignment with 
her footstep. It feels something like a hide-and-seek game as I 
do it.  My focus is more on locating her than on matching her 
rhythm and escaping my own body.   But when I do fall into her 
steps, her rhythm changes mine, and it's an odd feeling.  I feel 
like I might be able to think the thoughts paced out in her 
shifting composition. When I fall out of step, I'm made instantly 
aware of the huge distance between us, but when I find her 
rhythm again I sense something of what she might be living. Not 
her actual thoughts, but the rhythm of them.  A pause registers 
more contemplation, then an uptick in the pace suggests 
something coming at a quicker pace in her mind. I move back 
and forth between this alignment and the cat-and-mouse game of 
trying to find her.   In my experience of the moment, I discover 
there is also something oddly reassuring about being directed by 
another’s rhythm.  Someone else is telling me what to do and at 
what pace for a while. I give up my agency, but my existence 
becomes easier in some ways. I am relieved of spending the 
energy necessary to decide for myself what do to or how to 
move. Conversely,  an impression of stalking simultaneously 
comes up in this video.   In my struggle to align with someone, I 
seem to be chasing them, at times cutting into a private space, at 
times  feeding off of someone else’s agency.  My initial 
empathy takes on a different tone.  My effort to understand 
someone looks like I want to catch them or become them. 

 As technology gains access to previously unarticulated territory 
– the passages between poses, the body's rhythms, the time and 
space between and around events – it is worth considering what 
is at stake. Will our need to navigate this evermore minutely 
mapped world lead to increased expressivity, increased 
constraint, both, or something in between? Every "advance" in 
the ability to capture information increases the turf over which 
battles between enclosure and expression will be fought. Whose 
rhythms will guide our bodies' understandings of these 
increasingly data-mined spaces? 
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Abstract. Recording, storage, editing and reproduction of audio signals have compensated some principles of sound perception and 
changed the human habits of listening. The project staTdT_kunst makes strong use of these possibilities. Introducing the idea of
transformation and re-mixing of sound in real-time the intermedia performance reflects on these changes. Rather then reproducing
the recorded sounds and visuals as close to the “original” as possible, their time structure is deconstructed, movment patterns are 
varied and the timbre is varied. The paper presents the basic concept of the intermedia performance staTdT_kunst, discusses the
changes of some basic principles of sound perception due to possibilities of recording, storing and editing sounds and points out the 
idea of transformation and re-mixing in realtime. 

1. Introduction 

staTdT_kunst1 is an ongoing project from Kurt Hörbst2

(Visuals) and Hannes Raffaseder3 (Sound) which started in Linz 
in 2002 and was performed in cities like Braunschweig, Vienna, 
Belfast, Edinburgh, Zurich and Amsterdam. 
The title has two different meanings: 'statt Kunst' (instead of art) 
deals with the role and significance of (contemporary) art in our 
society, while 'stadt kunst' (city art) uses field recordings of 
specific sounds and voices, photos and videos sourced in the city 
or documentary-style interviews with people passing by as basic 
material for an audiovisual live-performance. Filtered through 
the artists subjective point of view, this footage is deconstructed, 
categorised, transformed, and then re-assembled into a site 
specific intermedia live performance.  

Since their performance Edinburgh_220306 at the Dialogues 
festival for new music and new media in Edinburgh in March 
2006 the artists collected the audio and video material only on 
the course of one single day . After a short editing process of 
about an hour, they performed in the evening of the same day re-
mixing the videos and transforming the sounds live during the 
concert. Using state-of-the-art techniques like live-coding, real-
time editing, analyse-resynthesis, granular-synthesis, 
mutlichannel sound-projection and VJing Raffaseder and Hörbst 
create a site- and time-specific audio-visual performance.  

Figure 1: Hannes Raffaseder and Kurt Hörbst 

1 http://www.stadtkunst.com (last visit: 24.08.2007) 
2 http://www.hoerbst.com (last visit: 24.08.2007) 
3 http://www.raffaseder.com (last visit: 24.08.2007) 

2. Artistic Concept 

Today the used possibilities of recording, storing, editing and 
reproduction of audio and video signals are absolutly common 
in our society. But usually we do not care about the fact, that 
these possibilities have compensated some basic principles of 
the perception of sound and little by little changed human habits 
of listening. For this reason this staTdT_kunst reflects on this 
changes from an artists point of view. Thus, it is rather a 
summary of subjective observations and artistic conclusions and 
not a report on provable scientific research.

2.1. Some basic principles of sound perception  

2.1.1. Sound as a transient medium 
As pointed out in various books on musical acoustics like [1], 
[2] and [3] sound is definitely a transient medium. Every sonic 
event only lasts for a certain amount of time. Even if the 
duration may vary between a tenth of a second for percussive 
sounds to several hours for a Wagner opera, it fades out 
afterwords. Sound had to be perceived “now or never”. It was 
impossible to record, store, edit and reproduce audio signals 
until Thomas A. Edinson (1847-1931) invented the Phonograph 
in the year 1877. [4] Excitation, propagation and perception had 
to happen simultaneously. For this reason, one had to focus his 
or her attention to the specific sound. Active participation and 
personal experience were common attributes for the listening 
process. Probably the direct and strong emotional impact of 
music, is closely related to this fact. 
It was impossible to repeat a certain sound identically. Even 
with the same sources excited by similar means, you get at least 
slightly different audio signals to be perceived. If one hits on a 
table and tries to reproduce this sound again, than he or she will 
get a similar sound but definitely not the same. If a musician 
interprets the same composition again and again, than of course 
the result will be similar in some aspects, but still will differ in 
many others. It was impossible to listen to a musical 
performance again an again. Thus, sound used to be something 
unique and sonic events, no matter if it was a speech, a lecture, 
music or ambient sound, were of value to be listened to. 

2.1.2. The interrelation of cause and effect 
A specific sound was strongly connected to its excitation, to the 
sounding objects and to the space in which the soundwave 
propagated. Thus the listener could perceive several attributes 
concerning the source, the space and the excitation.  
Sound had to be stimulated by a dynamic process. Only a static 
environment is totally silent. Without Movement and variation 
no sound could be heared, and hardly any movement could be 
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observed without hearing a matched sound. There was an 
obvious interrelation between the cause and the effect as an 
irreversible principle. [3] 

2.1.3. Static objects vs. dynamic processes 
In opposite to the sonic medium, optical impressions tend not to 
vary over time, at least if one observes the same object in an 
unchanged environment.  For example, one still has the 
possibility to admire the „Mona Lisa“ painted by Leonardo da 
Vinci in the year 1505. While the ear catches nothing but silence 
in a static surrounding, the eye in this case delivers precise 
information full of details describing the shapes and surfaces of 
the environment. But Movements and dynamic processes, which 
causes are observed and analyzed with the ears, can only be 
improperly perceived with the eyes. Even a few single screens in 
a second evoke the perception of continous movement, while 
fast movement gives the impression of blured contoures. 

2.1.4. Music as a time-based art 
The transience of sonic energy, the impossiblity of identical 
repetition, the irreversible principle of cause and effect and the 
need for dynamic processes make sonic events to be considered 
phenonemons of time. There is no doubt, that music is (or at 
least was) a time-based artform.  
According to [5] one has to point out that humans do not have a 
specific sense for the perception of time. Thus, time is 
experienced individually, rather than percieved in an objective 
way. To measure time individuals correlate the inner rhythms of 
their body (pulse, breathing stepfrequency,…) and their current 
personal mood (stress, boredom, fear,…) to external rhythms 
(the clock, the change of night and day, the cycle of the seasons) 
and environmental influences (frequency and content of 
perceived events). Especially in the western tradition, form and 
structure as time-based concepts, play a very important role in 
music. Attributes like tempo, rhythms, melodic and harmonic 
structure fit into a concept of dramaturgy, which at least in many 
cases aimes to affect the listeners experience of time.  
To perceive and analyse a certain melodic theme, one first has to 
presume it as a joint unit. Although this part has a certain 
duration, it should be observed like a fixed-image. As in some 
aspects time is frozen while listening to the specific formal unit, 
it could be considered as a representation of the musical 
presence. [6]  

2.2. The influence of recording and reproduction of sound 
on human listening habist 

Thomas A. Edison´s invention of the Phonograph about 120 
years ago marks the beginning of rapid development of 
technology for recording, storing, editing and reproducing sound 
signals. Today almost everybody is used to high-quality digital 
audio in multichannel surround to be transmitted and stored at 
rather low bitrates. Of course these possibilities have change the 
way of sound perception as well as our habits of listening to 
music, speech and ambient sound.  
Once a sound was recorded it could be easily repeated. Using 
Loudspeakers dynamic processes are no precondition for sound 
production anymore. At least if one neglects the almost invisible 
movement of the speakers membrane. 
The transience of sonic energy, the impossiblity of identical 
repetition, the former irreversible principle of cause and effect 
and the need for dynamic processes are not that important 
anymore or have even lost their validity.  The question arises 
whether sonic events have still to be considered phenonemons of 
time. 
Thinking about listening habits, CD player, walkman and I-Pod 
have displaced the concert as important event. Nowadays, music  

is available via the world wide web like water in the pipe. Many 
people have almost unlimited access to sound and music at any 
time and any place. Sound is omnipresent and easily reproduced. 
There is no need to listen “now or never” and specific sounds 
are in many cases not unique anymore.  
Listeners don´t care about the beginning and the end, the formal 
structure, the dramaturgy of a certain piece of music anymore. 
That is probably the main reason why one of the main tasks of a 
DJ is to hide the transition from one song to another. As time 
tends to looses importance, it seems as sound is getting more 
and more a phenomenon of space. Examples for this 
development are not restricted to sound-installations in the field 
of sonic arts or ambient music as proposed by Brian Eno in the 
late 1970s installations. More and more often sound and music 
are used to design the atmosphere of private as well as public 
rooms like supermarkets, restaurants or pub. The specific image 
of club depends strongly on the music played.  
While using headphones and listening to music in public, people 
shut themselves away from their (sonic) environment and create 
their own private area.

Figure 2: staTdT_kunst: Transforming
and Re-Mixing in Real-Time 

2.3. Soundtransformation and Re-Mixing in Real-Time 

2.3.1. Overview 
The possibilities of audio technology together with the changes 
of listening habits call for new artistic concepts dealing with the 
sonic medium, especially when recording, editing and 
reproduction techniques are used. Sound Transformation and 
Re-Mixing in Real-Time should be considered as an attempt in 
this direction.  While in most cases sound recording aims to 
reproduce the „original“ sonic environment as close to the 
reality as possible, sound transformation and re-mixing in real 
time makes use of recording, editing and reproduction 
techniques to alter the sonic event itself even during its 
recording. This means that sound is digitally recorded, edited, 
transformed and reproduced using multi-channel speaker 
system, if possible at exactly the same time or – if this fits better 
in the overall artistic concept of the specific project – right after 
the recording.
Of course the recording itself already compensates the former 
linear structure of time, as even simple repetition causes a cyclic 
structure. Current music production usually doesn´t reflect on 
this important change in sound perception and most listeners 
don´t notice or don´t care about it. Thus, for re-mixing in real 
sound effects and transformations causing strong impacts on the 
input signals are needed, so that it is more or less impossible to 
recognize the originating sound, one just listend to. But on the 
other hand some very subtle transformations have to be used as 
well, to enable the listener to establish links to the recorded 
sound sources.
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This concept of Soundtransformation and Remixing in Real-
Time has been developed by Martin Parker4 and Hannes 
Raffaseder5 since 2003 within their digital sound duo snail.

3. Software 

The Software used by the Author for the task of sound 
transformation and re-mixing in real time within the intermedia 
performance staTdT_kunst is based on Native Instruments 
Reaktor6]. Several so called Macros and Instruments for 
recording, analysis, transformation, control and spatialisation 
purposis were designed. The different instruments can be freely 
accessed with the help of a matrix-mixer during a live 
performance. Reaktor has less programming features as other 
similar audio programming environments, as for instance 
Max/Msp7 or PD8. But Reaktor takes advantage from its 
stability even under very high CPU load, a very good 
soundquality because of intern 32 Bit floating point operation 
and an easy interface, which enables rapid prototyping. 

4. Sound-Design 

As mentioned above, the sound is based on field recordings 
made on the day of the performance: cars, trams, foodsteps, 
voices, doors, atmos and so on. These sounds are transformed 
and remixed in real-time. The sound-design concept focuses on 
three basic principles: Deconstruction of the time-structure, 
variation of movement patterns and the transformation of 
timbre.  

Figure 3. NI Reaktor Ensemble 
for sound transformation in real time 

4.1. Deconstructing the time-structure 
As argued earlier the recording itself already compensates the 
linear time-structure. In addition any segments with any duration 
and from any time position within the recorded material could 
be defined and several segments can be played back in every 
single moment. Thus, the consecutive sequence of different 
sonic events is transformed to a more parallel structure in time. 
The musician is free to control the duration of the segments to 
given values or within given intervals. Alternatively the duration 
can be controlled with random processes or Low Frequency 
Oscillators. The Repetitions of the sequences can be triggered 

4 http://www.tinpark.com (last visit 24.08.2007) 
5 http://www.raffaseder.com (last visit 24.08.2007) 
6 http://www.nativeinstruments.de (last visit 24.08.2007) 
7 http://www.cycling74.com (last visited: 24.08.2007) 
8 http://puredata.info (last visited: 24.08.2007) 

with a MIDI-keyboard as well as with a pattern sequencer or 
from random processes. 

4.2. Variation of movement patterns  
With the use of resampling and granular synthesis each 
sequence of the recording can be played back at different 
speeds. Both extreme acceleration and slowdown are used to 
transform the sound. Especially within this variation of 
movement patterns the interrelation of time and space becomes 
apparent. Thus, spatialisation using delays, reverb and a mulit-
channel speaker systems is important in addition to the change 
of the speed. Detached from their former time structure specific 
patterns of movement to be triggered by the musician and 
controlled with LFOs and random processes can be attached to 
the sounds.

Figure 4. staTdT_kunst : Videotsill 

4.3. Transformation of Timbre 
To alter the timbre of a sound segment common filters are used 
as well as a Reaktor instrument designed for simple analysis-
resynthesis purposes.  For the analysis a bank of 16 bandpass-
filters is used. The lowest cutoff frequency and distance between 
two filters can be controlled by the musician. The output of one 
specific filter controls the level of a sinusoid oscillator, which 
frequency initially matches the cutoff frequency of the filter. In 
addition the frequency of each oszillator can be detuned 
manually or with LFOs and random processes. Furthermore the 
output of the 16 filters can be stored in a table at any time. In 
this way, the timbre of this specific moment is frozen.  
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The Wii Loop Machine 
Musical Software Development for the Nintendo Wii Remote 

Yann Seznec, Edinburgh, Scotland. yannseznec@gmail.com; +44.7867.588.685 

Abstract. This paper will discuss the Wii Loop Machine, a standalone application built in March 2007 in Max/MSP that enables 
anyone to generate and manipulate music wirelessly using the Nintendo Wii Remote. While not the first “software hack” to use the
Wiimote to play with music, I would argue that it is perhaps the most successful. I will explain the conception and creation of this 
project, as well as it’s reception.  I will examine why the Wii Loop Machine was so successful, and share some ideas concerning it’s 
potential as a commercial product.   

1. Introduction

The Nintendo Wii console was released towards the end of 2006 
in North America, Japan, and Europe. By all accounts the 
reception took virtually everyone by surprise – Amazon.co.uk’s 
entire pre-order stock was sold out in just seven minutes, 
making it the fastest selling product in the site’s history.1 Since 
then the console has unexpectedly outsold the Sony Playstation 
3, has even outpaced the Xbox 360 to become (according to 
some reports) the highest selling seventh generation gaming 
console.2
Why is the Wii console such a success, breaking all sales 
predictions and perhaps even reinventing the console gaming 
market? Many have remarked on it’s relatively poor graphics 
and sound capabilities, at least compared to the rival Xbox and 
PS3 devices. However this is only a consequence of consumer-
oriented, rather than spec-oriented design. Much thought has 
been put into making the Wii console fun, classy, and endearing 
to as many people as possible; this is a breath of fresh air in a 
market where consoles are typically designed only for speed and 
power, in order to play blindingly fast and realistic games. 
Perhaps even more crucial to the Wii’s success has been the 
innovative wireless Wii Remote. By using motion sensing 
technology the controller has captured the imagination of 
millions of people who imagine swordfighting, driving, or 
playing an instrument simply by moving around. Gestural 
control is certainly a romantic notion that appeals to gamers and 
non-gamers alike, although it has ironically become one of the 
major critiques of the console as well; when not completely 
accurate it can be infuriating. 
Parallel to this success a growing “hacking” community has 
flourished online, generally centered around using the 
innovative wireless Wii Remote as anything from a replacement 
mouse to a Vjiing tool. Thanks to the tools developed by this 
loosely affiliated group of independent programmers I was able 
to create a piece of music software called the Wii Loop 
Machine, which uses the Wiimote to launch and manipulate 
audio in real time. This software was unexpectedly successful, 
in part thanks to a general enthusiasm for all things Wii, but 
mostly because it was the first standalone application for 
creating music with the Wiimote. I believe that the success of 
the Wii Loop Machine exposes a major untapped style of 
commercial music software. 

1 Wii Crushes Amazon Pre-Order Records, 
computerandvideogames.com
2 Nintendo Wii is market leader in home console business,
vgchartz.com

Figure 1: Wii Loop Machine Screenshot 

2. Development of the Wii Loop Machine 

2.1. The Wiimote and the “hacker” community 

The Wiimote was very quickly picked up by the so-called 
“software hacking” community, with sites like Wiili.org sharing 
information about how to access and manipulate the Wiimote 
data. Part of the allure was the controller’s use of the Bluetooth 
wireless standard to communicate with the console. This 
theoretically meant that it could also be used with any Bluetooth 
enabled computer, making it the most easily appropriated major 
console controller on the market. In addition, the Wiimote can 
be bought separately from the console for US$40, which is an 
extremely attractive price considering it has three 
accelerometers, 11 buttons, and an infrared sensor.  Building a 
comparable controller yourself would be significantly more 
expensive (and probably not as solid).  
Much of the hacking community has focused on using the 
Wiimote as a gestural interface for music and video. The use of 
movements to manipulate media is particularly appealing to 
electronic musicians and video artists sick of performing with a 
computer mouse and keyboard.  
Three of the major successes to date, in terms of independent 
Wiimote development, have been GlovePIE, Darwiin Remote, 
and aka.wiiremote.  
GlovePIE3, by Carl Kenner, is a Windows-only text-based 
coding application (similar to Java and BASIC) that creates an 
emulation of a joystick or a keyboard from a video game 
controller input. This has been used very successfully with the 
Wiimote to control a number of different types of software. The 

3 http://carl.kenner.googlepages.com/glovepie
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interface is not particularly user friendly, however, and someone 
without at least some coding knowledge would be unable to do 
anything complex. 
Darwiin Remote4, by Hiroaki, is a nicely designed software 
interface for the Wiimote on Mac OS X. It accesses the Wiimote 
automatically and allows you to use it as a mouse replacement, 
or to control other software. While very simple to use and well 
designed, Darwiin is not a very powerful tool. 
Aka.wiiremote,5 however, is an extremely powerful object for 
Max/MSP that facilitates access to the Wii Remote data. Created 
by Masayuki Akamatsu, it has been continuously updated since 
it’s release, and now boasts full data capture from the Wiimote 
as well as many of the peripheral controllers (nunchuck, classic, 
etc). It is well designed and easy to use, with a very nice help 
file. The only downsides are that you must be quite familiar with 
Max/MSP to take advantage of its features, and it is only 
available for Mac OS X. Similar Max objects have appeared for 
Windows, although nothing quite as powerful. 
Although many pieces of computer software have been released 
in the past few months that use the Wiimote to control music, 
video, games, and much more, GlovePIE, Darwiin, and 
aka.wiiremote have been perhaps more important, in that they 
are tools that allow for the relatively easy development of 
software to use the Wiimote. Nearly all independent computer-
based Wiimote software is indebted to at least one of these three 
tools.

2.2. The concept  

In March of 2007 I decided to use the aka.wiiremote object in 
Max/MSP to create a piece of standalone Wiimote-enabled 
music software as part of my Sound Design Masters course at 
the University of Edinburgh. I wanted it to be loop-based, much 
like Ableton Live, and at every point I wanted to make it simple 
and straight forward, easy enough for anyone to use. I had found 
then, and I still find to a certain extent, that nearly every 
software tool for using the Wiimote was unnecessarily difficult 
to use, and accessible only to coders and programmers. In 
addition, I generally find that most „pro-sumer“ music creation 
software (Reason, Live, etc) has a relatively steep learning 
curve, shutting out a vast quantity of people who want to make 
music but do not have the time or prior knowledge needed in 
order to do so. These two concerns, I felt, could be addressed 
and combined with the general enthusiasm for the Wiimote by 
gamers and non-gamers alike. 

2.3. Building the Machine 

Although linking the controller to the computer can be a bit 
confusing at first, as a general rule the aka.wiiremote object is 
quite simple to use and allows very easy access to the data from 
the Wiimote. However I soon learned, as have most independent 
Wiimote developers, that this data is quite difficult to use and 
manipulate.
While using movement to control various musical parameters 
from filter frequency to grain location is an exciting concept, 
accelerometers are not necessarily a very efficient way to 
achieve those goals. The three accelerometers in the Wiimote 
can very accurately measure rotation, which means that slow 
turning motions can be used effectively, but this is a rather 
boring method of manipulating music, and is not what people 
expect or want to do with a Wii controller. Faster or more 
drastic movements are much more difficult to track, as the 

4 http://www.wiili.org/index.php/Darwiin
5 http://www.iamas.ac.jp/~aka/max/ 

accelerometers only give useful data whilst the Wiimote is 
moving. It is very difficult to accurately describe mathematically 
where someone has moved the controller, or how far. This in 
turn makes designing musical applications for the accelerometer 
data quite problematic (particularly for a musician with no 
mathematical training). 
Unfortunately, the first thing most people do when picking up a 
Wiimote is swing it about like a sword – a far cry from the 
delicate movements that are easy to track and map to musical 
parameters. Therefore I decided to create some effects that 
would take advantage of these extreme movements, if not 
entirely accurately. 
The infrared sensor in the Wiimote is, of course, far more 
precise than the accelerometers, and is used by pointing towards 
the screen. This sort of tool has huge potential in terms of 
musical interface, but requires a “sensor bar” to triangulate the 
infrared signal and turn it into useful data. The Wii console 
comes with a sensor bar, and they are not terribly difficult to 
build (regular LED’s work fine, as do two candles). However 
when starting the Wii Loop Machine I decided not to force 
people to locate or build another peripheral in order to use my 
software. I wanted to have as much control over the final 
product as possible, and including an infrared system would 
have been just another variable to control. 

2.4. Making the musical side of things 

My goal for the Wii Loop Machine (WLM) was to essentially 
make a very simple version of Ableton Live, in the sense of a 
tool for controlling and manipulating loops of audio. However I 
wanted to make my software as accessible as possible to non-
musicians and non-programmers. I thus settled on dividing the 
interface into four “modules”, corresponding to the four 
directional arrows on the Wiimote. Three of these are looping 
audio players, and the fourth is a very simple subtractive 
synthesizer.  
The audio modules each have different effects that are activated 
by pressing one of the buttons, and manipulated by moving the 
controller. Any number of audio files can be loaded into each 
module (by dragging a folder over the module), and the loops 
are selected and launched with the controller. 
I was not sure how much quantization to build into the WLM. 
On the one hand a system that always plays the loops in time 
will always sound “right”, but it also takes away a good deal of 
control and feedback. Having no quantization, on the other 
hand, forces the user to listen carefully and work on their timing. 
This can be frustrating, but more importantly it can be 
rewarding. A truly musical interface must be designed with the 
“dexterity/musical result curve”6 in mind; it must be set up to 
give the user a sense of accomplishment in order to encourage 
them to do more. A lack of quantization, I decided, could create 
that challenge. 
I did, however, create a very simple time stretching system to 
make sure that all loops were played back at the same length. 
The top audio module is the “master” loop, and the other two 
loops are automatically re-pitched and re-sized correspondingly. 
Thus when the user launches the loops they will all be the same 
length. 
Each module has a different set of effects. These are a 
granulation/pitch shifting system, a frequency shift/hold system, 
a filter, and a “crazinator” (a randomly variable delay effect). 
Each of these can be manipulated by moving the controller. 
The Wii Loop Machine is far from perfect. Only one module 
can be selected or launched at a time, for example, and ideally 

6 Behrman ‚Designing Interactive Computer-Based Music 
installations’ (p. 140)
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the master quantization and tempo settings should be 
changeable. Future builds will begin to address these and many 
other issues. 

.
Figure 2: Frame from the Wii Loop Machine Demo Video 

2.5. Release and reception 

The Wii Loop Machine was originally made as a project for my 
Sound Design Masters course, and as such had a very fixed 
deadline. I finished the software the night before the deadline, 
and decided to make a demo video (Figure 2) showing it in 
action. I shot and edited the video at 5 am and submitted the 
software, video, and a small writeup a few hours later. I was not 
sure whether what I had done would be of any interest to anyone 
at all.
The next day I posted the software on my blog 
(theamazingrolo.blogspot.com) and on the electronic music 
forum em411. By the end of the day I had received some very 
positive feedback, and within the next few days my project was 
featured on Engadget, Make, Amazon, and more (by way of 
Create Digital Music). I received phone calls from the Wall 
Street Journal and the Times, and hundreds of emails from all 
over the world. To call it a surprise would be a gross 
understatement – I had not imagined more than a few hundred 
people being interested in my project, but within a week I was 
getting several thousands hits and downloads a day. A very 
conservative estimate would put the number of Wii Loop 
Machine software downloads in the hundreds of thousands at 
least. That a Mac-only prototype software would garner so much 
attention is remarkable, and shows the potential for this type of 
application.
I was not the first person to use the Wiimote to make music on a 
computer, however I was the first to create a standalone 
software that was easily downloadable and usable by anyone 
with no programming or musical skills. While that can explain a 
certain amount of it’s popularity, the continuing attention paid to 
the software shows that there are other underlying reasons for 
the success. 
It would be naïve to overlook the importance of the demo video 
I made in the early morning hours of my submission. The video 
was featured on virtually every blog entry about the software, 
and much of the praise (and dismissals) was actually directed at 
my performance rather than the software itself. More than 
anything, though, the video contributed to the success of the 
software by showing the Wiimote in action making music.  
Of course, the main attraction of the WLM is the appropriation 
of existing hardware. The vast majority of people who have used 
the software, I imagine, are owners of Wii consoles who are 
familiar with the Wiimote and are either disappointed with the 
games available on the console or are simply curious to see what 
else can be done.  
The simplicity of the software appeals to most people as well. 
While many people have heard that it is possible to pair the 
Wiimote with a computer, it is certainly difficult for anyone to 
do without some programming skill and a fair amount of free 
time. My software, thanks to the aka.wiiremote object (and 

reasonably compliant Mac Bluetooth drivers), is quite simple for 
anyone to use. This applies as well to the musical side of things. 
I included some default audio loops, so the user can begin 
making music right away. The interface is fairly rigid and 
unchangeable,  which may not appeal to hardcore musicians, but 
it is powerful enough for a user to feel that the music they are 
generating is their own.  
Music production software is a big business, as the growing 
number of pro-sumer quality digital audio workstations can 
attest. Faster computers and better quality software has made the 
production of music accessible to more people than ever before, 
but there is still a large untapped market of people who want to 
make their own music but are unable to do so due to the learning 
curve and time outlay required for existing software. What the 
WLM proposes and delivers is a system for creating highly 
personalized and creative music by using familiar pre-existing 
tools – essentially a game where the only goal is original music. 
The success of the WLM shows just how universal the desire to 
make original music is, and it provides the tools to do so.  

2.6. Criticism 

Like any music software, the WLM was somewhat polarizing, 
and was the target of heavy critiques, some quite damning and 
others constructive and helpful. 
The biggest complaint was that the software is currently 
unavailable for Windows. While not a complaint as such 
(actually it is quite flattering that people want a Windows 
version so much), it is definitely a major concern. The only 
reason I have not yet done so is because the aka.wiiremote 
object has not been successfully compiled for Windows. While 
this sounds simple, the true culprit is easily pairing the Wiimote 
with Windows Bluetooth drivers. For the moment the easiest 
way to do so is by using BlueSoleil, a third party Bluetooth 
stack, and from there either use GlovePIE or a Windows Wii 
Max/MSP object like tk.wii, but these methods are not yet 
satisfactory. I hope to find a solution and compile a Windows 
version within the next few months.  
A more damning critique had to do with the sound and the 
manipulations of the audio in my demo video. The effects in the 
WLM, particularly the granulation and “crazinator” functions, 
were designed with a very specific glitchy electronic sound in 
mind. This sonic aesthetic, I felt, was a good match for the 
movements I imagined people would make with the software. 
While some commenters (on sites like Joystiq or Engadget) 
appreciated that sound, saying “That sounds like an Aphex Twin 
song”, others said “the more he manipulated the beat the worse 
it sounded”.7 I am certain, however, that the people who left the 
most negative feedback did not bother to download the software 
and try it out for themselves, as they would have learned that my 
performance was only a demo showing one possible way of 
using the WLM. 
A more confusing critique was that the software was 
“pointless”. While that in of itself can be explained as someone 
who is not interested in making music, it was often followed a 
statement along the lines of “this could be done much better 
with ____”. The blank was generally the name of some 
commercial hardware or software, from the Kaoss Pad to Fruity 
Loops.8 I often found that these commenters were simply trying 
to show off their own knowledge of consumer level music 
production, and were ignorant of the possibilities that a system 
like mine offered. Certainly, traditional musical production tools 
will always offer better quality sound and far more precise 

7 Drop mad beats with the amazing Wii Loop Machine,
Joystiq.com
8 Wii Loop Machine, The Amazing Rolo
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manipulations of the music. However moving and dancing 
around with the Wii controller will almost certainly be more fun 
than twisting a knob or clicking a mouse, and it is definitely 
more fun to watch.  
I have received many emails from people asking me to make 
either a Wiimote Theremin or a Wiimote Drum Kit. A version 
of latter has since been released as the Wiinstrument, and 
numerous attempts at emulating a theremin have been made,9
but I have very little interest in those types of projects. Rather 
than use the Wiimote to create poor imitations of existing tools, 
I would much rather try and make a system that takes full 
advantage of the innovative controller to make something that 
could not have existed before. 
Despite these critiques, however, the response to the WLM was 
overwhelmingly positive, with a vast majority of encouraging 
comments. I was pleasantly surprised by the number of people 
who used the Wii Loop Machine, even posting videos on 
YouTube of their performances. Perhaps even more rewarding 
personally were people like Soressa Gardner, a musician from 
Vancouver, Canada, who modified the WLM for use in her 
degree in applied music.   

2.7. Continued development 

As mentioned earlier, the Wii Loop Machine is still essentially a 
prototype, a proof-of-concept that the Wiimote can be used to 
make music, and that this is a type of software that could 
develop a very strong and devoted fanbase. As an initial 
prototype the WLM was been a resounding success, and now 
much thought must be put into what lies ahead. 
The most pressing step, as mentioned earlier, is to develop a 
Windows version. I hope to do so in the coming weeks, along 
with a Version 2.0, which will feature more stable architecture 
and much more flexible quantization and effects systems, all 
still built in Max/MSP. In addition, I hope to implement some 
MIDI and/or ReWire support, to enable users to easily integrate 
the Wii Loop Machine into their existing setup. With those new 
features, as well as a general redesign, the software should reach 
it’s full potential as a prototype.  
From there, my thoughts turn towards making a commercial 
product. This would involve rebuilding the software from the 
ground up in C++, using the initial Max/MSP prototypes as 
guides. Ideally it would be cross-platform and support multiple 
players and network jamming, and have several different 
“modes” (loops, synths, customizable effects, etc). The system 
would have to be expandable, flexible, simple, customizable, 
and of course sound good and be fun to play. Eventually I would 
aim for a release on the Wii console.  
However it would always be important to differentiate the Wii 
Loop Machine from karaoke-style video games like Guitar
Hero. The WLM should always be aimed towards people who 
want to generate and perform their own music, rather than play 
along with pre-existing tracks. The user must always feel a 
certain ownership and relationship with the music they are 
creating. In this sense the WLM could be most closely 
associated with Toshio Iwai’s Electroplankton for Nintendo DS, 
which sets up innovative and intuitive graphical systems for 
making music. Much in the same vein, I do not want to make a 
game, but rather a tool that happens to be fun to play.  
Of course, game consoles do not have very long lifespans. 
However the gestural control interface pioneered by the Wii will 
almost certainly continue in future console systems by Nintendo 
and others. I would therefore like to develop the Wii Loop 
Machine as a general framework for generating music which 

9 Nintendo Wiimote Theremin with Moog Little Phatty,
youtube.com

could be applied to any gaming system with a movement-based 
controller.

3. Conclusion 

The Wii Loop Machine has proved to be a popular system with 
great potential. It has shown that there is a major untapped 
market for music generation software, particularly using existing 
video game hardware. Until now electronic music production 
has been the domain of computer musicians or programmers. 
Very little fills the gap between karaoke-style video games that 
let you play along with pre-existing tracks and powerful music 
production tools with steep learning curves. The Wii Loop 
Machine has the ability to fill that gap and create a game that 
takes advantage of the exciting possibilities inherent in the 
Wiimote, allowing anyone to intuitively create and manipulate 
music with their movements.  
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Abstract.  There is increasing interest and demand for adaptive music composition systems, which can change the character of 

generated music on the fly, for use in diverse areas such as video game music generation, film score composition, and development

of interactive composition tools.  This paper describes AMEETM (Algorithmic Music Evolution Engine), a prototype system for 

dynamic music generation.  The features which distinguish AMEETM from other composition systems are the use of a pipelined 

architecture in the generation process to allow a structured, yet flexible approach to composition, the inclusion of pattern libraries
for storing and accessing musical information, and the addition of an emotion mapper which allows music to be altered according to 

emotional characteristics. 

1. Introduction 

Traditionally, the music one finds in video games consists of a 

static set of compositions packaged with the game.  Creating 

game music is often an expensive proposition, requiring either 

the licensing of existing pieces from artists, or hiring 

professionals for custom compositions.  Furthermore, having a 

static collection of music can become repetitive, and fixed 

selections cannot be altered as part of the user’s interactive 

experience during game play.   Considering these limitations, we 

are working towards an alternative:  music generated on demand 

during game play, which can be influenced by game events and 

change its character on the fly. 

This paper describes AMEETM (Algorithmic Music Evolution 

Engine), a prototype system for dynamic music generation.  

AMEETM was designed with several principal goals in mind: 

(a) Permit maximal flexibility in the composition process.  The 

engine can either generate music without any restrictions, 

or a human composer can guide musical choices. 

(b) Provide an extensible architecture that can be easily 

integrated with other software. 

(c) Incorporate a multi-level application programming 

interface which makes AMEETM functionality accessible to 

users with varying levels of musical and/or programming 

knowledge. 

(d) Reuse elements, such as note sequences and harmonic 

structure, both from existing human composed pieces or 

computer generated material. 

(e) Allow music to be altered based on emotional 

characteristics such as happiness, sadness, anxiety, 

liveliness etc. 

AMEETM is an object-oriented system written in J# and Java.  It 

includes high-level classes such as Musician and Instrument that 

model real-world entities involved in music composition.  The 

features which distinguish AMEETM from other composition 

systems are the use of a pipelined architecture in the generation 

process to allow a structured, yet flexible approach to 

composition, the inclusion of pattern libraries for storing and 

accessing musical information, and the addition of an emotion 

mapper which allows music to be altered according to emotional 

characteristics.  A more detailed description of these features 

can be found in Section 3. 

There are two main applications areas we envision for AMEETM

at the present time.  First, AMEETM could be embedded within 

application software to facilitate online, dynamic composition of 

music for immediate use within that application.  For example, 

using the engine in a video game would allow endless variety in 

the game music, and since composition is done dynamically, the 

generated music could be tuned to reflect emotional context 

during game play.  Alterations to the music could be initiated 

from within the game, by the game player, or both.  Second, we 

foresee using AMEETM as a basis for stand-alone composition 

tools.  For example, consider a system which would permit 

collaboration among human composers who could exchange 

parts of pieces created with the engine, or share virtual 

musicians, instruments, and musical elements.  The AMEETM

architecture can also support the creation of virtual bands and 

jam sessions. 

AMEETM is currently in a prototype stage.  The software is fully 

functional, but there are many planned extensions and 

improvements that we are working on.  This paper describes the 

features, design, implementation, and future development of the 

AMEETM prototype.   

1.1. Related Work 

AMEETM is an example of an automatic music composition 

system.  These systems can be broadly classified into five 

categories:  stochastic (random) methods, genetic/evolutionary 

approaches, recombination approaches, grammar/automata 

based methods, and interactive variants. An overview of some of 

these systems can be found in [3] and an historical account of 

some automatic music composition systems can be found in [1].  

Concerning the above classification, AMEETM is a flexible 

system which uses a combination of stochastic methods, 

recombination and interaction. 
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Recently, the terms interactive music or adaptive music have 

been adopted to describe music which changes its character 

according to context in a film, video game or real-life scenario.  

A comprehensive survey of these systems is beyond the scope of 

this paper, but the following are few examples of interactive 

music systems.  MAgentA (Musical Agent Architecture) 

supports the generation of mood-appropriate background music 

by dynamically choosing composition algorithms which were 

previously associated with particular emotional states [2].  In 

[6], the authors describe a system for altering music to produce 

emotional variation based on structural rules (for example, 

affecting tempo) and performance rules (for example affecting 

accenting).  Informal empirical testing showed some sucess of 

the system in perceived emotional content of the generated 

music.  Scorebot [7] is a low-level API to manipulate music to 

be used in a film score based on scene information such as 

emotional content, timing and events.  It enables the storage of 

musical themes which can be sent to manipulation modules that  

change the characteristics of the theme.  Dynamic Object Music 

Engine (DOME) appears to be a system with similar goals to 

AMEETM, although not much information is publically available 

on its implementation details [9]. 

2. Overview of Design and Implementation 

The prototype was developed in J# and Java.  The source code 

of the version described in this paper was assembled and 

compiled under Microsoft Visual Studio .NET.  We believe that 

the software can easily be ported to standard Java and with some 

modifications to J2ME, although we have not attempted these 

conversions at this time. 

The software is divided into several main groups of classes: 

� The pipeline.  These classes control the flow of the music 

generation process, and are responsible for calling methods 

on the generating classes. 

� The producers.  These classes produce high level musical 

elements from which the composed piece is comprised 

(sections, blocks and musical lines). 

� The generators.  These classes create the lower level 

musical elements (harmonic patterns, motif patterns, 

modes, meters) from which the products are assembled.  

Generators can have library-based or pseudo-random 

implementations. 

� High-level classes.  Musician, Instrument, Performer, 

Piece Characteristics, Style, Mode, Meter, and Mood.  

These classes implement the real-world entities modelled in 

the engine. 

For the prototype of AMEETM described in this paper, we have 

provided rudimentary implementations of all the necessary 

classes in order for the engine to produce music.  The classes are 

named using the convention “StandardClassName,” for example 

the StandardPipeline and StandardMotifGenerator.  The purpose 

of writing these classes was as a proof-of-concept for the 

method of music generation used by AMEETM.

2.1. Process of Music Generation 

In order to use the engine, producers and generators must be 

created and loaded in the pipeline. 

The first step is to use a GeneratorFactory to create the 

generators.  Five types of generator are necessary for the engine:  

a StructureGenerator which creates the overall sectional 

structure of the piece (e.g. ABA form), a HarmonicGenerator 

which creates a sequence of chords for each section (e.g. I-IV-

V-I), a MotifGenerator which creates short sequences of notes 

(e.g. a four note ascending scale of sixteenth notes beginning on 

the tonic), a ModeGenerator which returns modes for the piece 

(e.g. start in F+, progress to C+, divert to D- and return to F+), 

and a MeterGenerator (e.g. 4/4 time).  Every generator contains 

at least one pseudo-random number component which is used 

for decisions it needs to make.  

The generator might also contain a PatternLibrary which 

provides the generator with musical elements it can use directly, 

or as starting points for musical element generation.  

PatternLibraries are created in advance, and are intended to 

embody musical knowledge.  For example, for the purposes of 

the prototype, we have created a “Bach” MotifPatternLibrary 

containing motifs from Bach’s Invention No. 8 and a 

HarmonicPatternLibrary based on the same piece.  Eventually, 

more extensive PatternLibraries should be created by musicians 

for distribution with the engine, and end users of the music 

generation package will also have the ability to add to the 

libraries.   

Once the generators have been created, then the producers must 

be created using a ProducerFactory.  There are four producers 

necessary.  The SectionProducer uses the StructureGenerator to 

produce Sections, where a Section is a chunk of the piece with 

an associated length in seconds.  Each Section contains a 

number of “blocks” which are short segments of the piece (for 

example, 4 bars) composed of a musical line played by each 

musician. The BlockProducer is responsible for deciding how to 

coordinate the musical lines using a HarmonicPattern created by 

a HarmonicGenerator associated with the BlockProducer.  The 

musical lines themselves are composed by the LineProducer 

which uses a MotifGenerator to create the actual note sequences 

in the musical line played by each musician.  Finally, an 

OutputProducer must be initialized which will convert the 

generated piece to MIDI and output it as audio. 

When the producers have been initialized, they are loaded into a 

Pipeline.  The Pipeline oversees the generation process and calls 

on each producer in turn to assemble the piece.  An example of 

the process is as follows:  the SectionProducer is called on to get 

a new section of the piece, then the BlockProducer returns the 

first block of that section, which in turn is passed to the 

LineProducer and filled in with notes, and lastly the completed 

block is sent to the OutputProducer for sound output.  At each 

step in the pipeline, if desired the products can be sent to the 

EmotionMapper for Mood dependent adjustments.  Music 

generation continues until the duration for the piece, specified 

by the user or determined by AMEETM, is completed. 

Figure 1: Illustration of pipelined generation 
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3. High-level Features of AMEE
TM

This section will describe the unique features of AMEETM, and 

highlight some of the design choices which were made.   

3.1. Realistic Modelling 

A key consideration in the design phase was that the entities 

involved in music creation reflect their real-life counterparts.  At 

the highest level, the engine deals with the following classes:  

Musician, Instrument, Performer, PieceCharacteristics, Style, 

Mode, Meter, and Mood. 

A Musician plays an Instrument and has a Mood.  Also, a 

Musician has an Ability, and knows a number of Styles.  Our 

intention was to model a real musician, who can play one 

instrument at a time, but has the ability to play that instrument in 

different styles with varying ability.  Consider a pianist who is 

classically trained, but also plays some improvisational jazz.  

We would model this pianist as a Musician who knows (at least) 

three styles:  classical, jazz and her own style – a personal 

repertoire of improvisational riffs. 

The purpose of storing an ability for the musician is that 

eventually we would like to be able to model “good” and “bad” 

musicians.  Some aspects we have considered are:  ability to 

play an instrument in tune; ability to follow a beat; ability to 

contain one’s mood and play in the manner desired by the 

conductor.  The styles known by the musician will also reflect 

ability.  On the other hand, we might want to model a musician 

with limited ability – perhaps in a video game role (imagine a 

bar scene where a bad band is playing), or perhaps eventually 

we might create an application where one has to “train” 

musicians, or one might want “bad” musicians simply for the 

entertainment value of hearing them play. Although our 

prototype does not currently make use of a Musician’s Ability, 

all the hooks are in place to make this possible. 

Our motivation for modelling musicians in this way is that we 

envisioned applications where users could eventually develop 

and trade musicians with one another.  When considering an 

end-user of the software, we pictured users having collections of 

musicians each with their own skill set.  The Musicians could be 

shared, traded, combined into groups, and perhaps even 

marketed. 

3.2. Pattern Libraries 

The purpose of the PatternLibraries is to allow new music to be 

generated by reusing compositional elements: either elements 

from existing pieces or elements which have been previously 

generated.  Existing pieces used to extract musical elements will 

be in the public domain to ensure that no copyright issues are 

encountered.  A PatternLibrary can be thought of as a repository 

of musical ideas.  The four libraries which are currently used in 

AMEETM are the HarmonicPatternLibrary, the 

MotifPatternLibrary, the ModePatternLibrary and the 

MeterPatternLibrary.  Our motivation in creating the 

PatternLibraries was twofold:  to give the system the ability to 

compose in different styles, and to provide a mechanism for 

exchanging and storing musical ideas.  Each of these goals will 

be discussed in turn. 

To answer the question, “What style is this piece of music?”  

you would listen for clues among the musical elements of the 

piece to determine its classification.  The instruments being 

played are often an initial hint (the “sound” of the piece).  

Further to that, you would attend to the rhythmic structure, the 

harmony, the melody, the mode and the meter, and transitions 

between elements.  Consider the knowledge of a jazz trumpet 

player, for instance Louis Armstrong.  He knows typical 

harmonic progressions that will be used in a piece, and has 

many “riffs” in mind that he can use and improvise on.  In our 

system, this knowledge would be captured in a HarmonicLibrary 

and MotifLibrary respectively. 

How the libraries are used is determined by the implementation 

of the generators.  A generator implementation could use the 

library as its only compositional resource, that is, all the musical 

elements returned by the generator are those taken from the 

library, or it could use the library patterns as starting points 

which are then modified, or it could return a mixture of library 

patterns and generated patterns (and naturally, it could ignore 

the library contents entirely and return only generated patterns).  

Thus the libraries are rich musical resources which can be 

flexibly used depending on the desired musical outcome. 

Regarding the exchange of musical ideas, consider a situation 

where you meet someone using AMEETM who has a very 

dynamic guitar player (let us call him Jesse Cook).  The 

knowledge of the guitar player is contained in the libraries the 

guitar player is using for music generation.  You could allow 

your Louis Armstrong player to learn how to make his trumpet 

sound like a flamenco guitar by incorporating the riffs from 

Jesse Cook’s MotifLibrary into Louis Armstrong’s existing 

library.  A different possibility is that you could add the Jesse 

Cook player to your band.  What would it sound like if the two 

musicians jammed together?  Or, you could ask Jesse Cook and 

Louis Armstrong to collaborate in an Ensemble.  Could they 

influence each other while playing?  All of these functions are 

directly supported by the idea of PatternLibraries as 

embodiments of musical knowledge. 

3.3. Pipelined Architecture 

The pipelined architecture described in Section 2.1 has several 

significant advantages over other potential architectures.  The 

generation process can be pictured as an assembly line for 

constructing musical blocks.  Each of the producers along the 

pipeline fills in the elements its generators create, until the 

finished block is eventually passed to the OutputProducer for 

playback.  The producers all work independently, which means 

that there is potential to parallelize the generation process.  

Furthermore, to dynamically alter a composition, a different 

generator can be substituted in a producer without affecting the 

rest of the pipeline. 

3.4. Emotion Mapper: Mood Based Variations to Music 

A key feature of AMEETM is the incorporation of Mood as a 

factor which can affect music generation.  Mood is considered in 

two contexts:  individual Musicians have a Mood which can be 

adjusted independently of other Musicians, and a piece can have 

a Mood as well.  Imagine an orchestra with 27 members.   

Suppose that the bassoon player is depressed because she just 

learned that she can no longer afford her car payments on her 

musician’s salary.  Suppose that the orchestra conductor is 

trying to achieve a “happy” sound at the end of the piece 

currently being played.  Depending on how professional the 

bassoon player is, she will play in a way which reflects her own 

“sad” mood, and the desired “happy” mood to varying degrees.  

These are the two contexts in which we have considered musical 

mood. 
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The StandardEmotionMapper is a simple implementation of a 

class which makes adjustments to musical elements based only 

on the emotions Happy and Sad.  The StandardEmotionMapper 

has methods which adjust the Mode, MotifPattern (pitch) and 

tempo.  The logic behind the emotion-based changes is based on 

research in music psychology.  A summary of some papers and 

ideas which was done for this project can be found in [5].  The 

adjective descriptors used in the mood class are those defined by 

Kate Hevner as her well-known Adjective Circle [4]. 

Presently, all mood adjustments are made based on the Mood 

characteristics of the first musician added to the group.  All 

other musicians have Mood as well, but it is ignored at this time.  

The changes necessary to use Moods from all musicians are 

minimal, however there are a few questions which need to be 

resolved regarding interactions between global (piece based) 

mood and local (musician based) mood.  For example, Mood 

can affect tempo of the piece.  Should tempo be constant for all 

musicians?  What would happen if musicians could play at 

different tempos depending on their moods?  Our current 

implementation shows that interesting results can be achieved 

by altering mood, but we have envisioned many other 

possibilities which have yet to be fully explored. 

4. Implementation Features 

This section provides some details about the implementation of 

AMEETM.  Extensive planning was done in the design phase 

such that the engine is easily extensible, and in order to allow 

additional features to be added.  Hence, the current capabilities 

of the prototype only reflect a proof-of-concept of the engine’s 

functionality, and by no means define its limitations. 

4.1. The MotifGenerator 

The MotifGenerator, although it is only one small component in 

AMEETM, contains the code which one would normally think of 

as the main element of a music generation system:  it generates 

sequences of notes and rests with associated timing.  One very 

important design decision differentiates AMEETM from most 

other music generation systems:  the notes (Motifs) that are 

generated are independent of both the mode and the harmony.

This is best illustrated by example. 

Consider the opening phrase of Mozart’s Sonata in A+, K.331: 

Figure 2: Mozart Sonata in A+, K.331 

The right hand melody in the first bar begins on C#, the third of 

the scale, and is played over the tonic chord in root position in 

the bass (harmony I).  In the second bar, in the left hand part, we 

see the exact same melodic pattern, this time starting on G#, 

played over the dominant chord in first inversion (harmony V6). 

In a motif, we would encode this musical idea as 

Pitches:  2 3 2 4 4 

Locations: 0.0 1.5 2.0 3.0 5.0 

Durations: 1.5 0.5 1.0 2.0 1.0 

where pitches are positions in the mode relative to the root of 

the harmonic chord (with the root as 0), the locations indicate an 

offset from the beginning of the bar (location 0.0), and the 

duration specifies the length of the note.  Locations and 

durations are expressed in terms of number of beats (in 6/8 time, 

an eighth note gets one beat).   

The purpose of encoding motifs in this way is to capture the 

musical pattern associated with the sequence of notes, without 

restricting ourselves to a specific mode or harmonic chord.  The 

approach we have chosen for motif storage allows composed 

pieces and musical lines to be transposed and reinterpreted in 

any mode.  Moreover, as illustrated in the above example, a 

particular pattern of notes often appears more than once during a 

piece, but serving a different function depending on the 

underlying harmony. 

The StandardMotifGenerator in the prototype operates in both 

the library-based and pseudo-random manner.  When a motif is 

requested, it first checks whether a library has been loaded.  If it 

has, it attempts to retrieve a motif of the specified length 

(number of beats), and the desired type (end pattern, which is 

one that could be found at the end of a section, or regular 

pattern, or either).  If any suitable patterns are found, they are 

returned.  Otherwise, a new pattern will be generated. 

Two pseudo-random generators are used in motif creation:  a 

number generator and a pitch generator.  A loop continues 

generating notes/rests as long as the desired number of bars has 

not been filled.  The motifs are generated according to musically 

plausible rules and probabilities. 

As previously mentioned, the motif is encoded in a mode-

independent and harmony-independent manner.  Thus, the 

“pitches” that are generated and stored are actually relative 

pitches to the tonic note in the mode.  Consider the following 

concrete example:  Suppose the motif contains the pitches 

values 0 – 1 – 0. If that motif is eventually resolved in a position 

where it appears as part of the I chord in C+, would be resolved 

to the actual MIDI pitches for C – D – C.  However, if that same 

motif were used in a position where the harmony required the V 

chord in C+, the motif would now be resolved to G – A – G.  

Suppose now that the motif contains the pitch values 0 – 0.5 – 1 

– 0.  The value “0.5” indicates that a note between the first and 

second tone should be sounded, if it exists (this will produce a 

dissonance).  Thus, in C+ for chord I, 0 – 0.5 – 1 – 0 would be 

resolved as C – C� – D – C.  If an attempt is made to resolve a 

dissonant note where one does not exist (for example, between E 

and F in C+), one of the neighbouring notes is selected instead. 

4.2. Collaboration Between Musicians 

The purpose of generating a harmonic structure for a piece is to 

permit groups of musicians to perform a piece together which 

will sound musically coordinated.  The LineProducer is the 

entity in the pipeline which is responsible for resolving motifs 

into notes that fit into chords within a mode.  When multiple 

Musicians are playing together in an Ensemble, the harmonic 

structure of the block being generated is determined (a 

HarmonicPattern is chosen), and then each Musician’s line is 

generated based on this same HarmonicPattern.  The result is 

that even though each musician is playing a different line from 

the others (and possibly different instruments, each with its own 

range), at any given time each musician will be playing a motif 

which fits into the current harmonic chord and mode for the 

piece.   Of course, this does not imply that every note each 

musician plays will be consonant with all other notes sounding 
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at that time – that would be musically uninteresting.  Musicians 

might be playing passing tones, ornaments, dissonant notes, and 

so on, but the harmonic analysis of each of their musical lines 

will be the same. 

4.3. Choice of Mode 

Music can be generated in AMEETM in any mode which can be 

supported by the underlying MIDI technology.  This is a very 

flexible implementation which allows music played to be played 

in any major or minor key, or using a whole-tone scale, 

chromatic scale, blues scale, Japanese scale etc.  The restrictions 

imposed by MIDI on the scale are that the period of repetition 

for the scale is an octave, and that the smallest distance between 

two notes is a semi-tone.   Thus, an octave is divided into 12 

semi-tones, designated by consecutive whole numbers in the 

MIDI format (i.e. 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11).  Note that 

these are “normal” restrictions for Western music.  The pattern 

of the scale is stored using offsets from the starting note of the 

scale.  These offsets specify the number of semi-tones between 

steps in the scale.  For example, every major scale has the 

following step pattern:  0, 2, 4, 5, 7, 9, 11.  To specify which 

major scale is desired, we also store the starting note of the 

scale, which is a whole number between 0 and 11 which 

corresponds to an offset from MIDI pitch 0, which represents C.   

Motifs can be resolved into any mode, regardless of the mode in 

which they were originally specified.  An unavoidable 

consequence of this flexible implementation is that the motifs 

might sound strange if the mode into which they are resolved 

contains less tones than the mode in which they were designed.  

The resolution method which is used in this case is that the notes 

are “wrapped around” using a modulus-style computation (i.e., 

the sixth note in a five note mode becomes the first note one 

octave higher). 

4.4. Flexibility of Implementation 

A key consideration in the design and implementation of 

AMEETM was to provide maximal flexibility for additions, 

improvements and extensions.  We achieved this by 

implementing all the key classes as Abstract classes which can 

be subclassed according to the goals of the programmer.  As an 

example, consider the Abstract class MotifGenerator.  We have 

provided a simple concrete implementation of the 

MotifGenerator in the class StandardMotifGenerator.  Now 

suppose that a developer wishes to have a MotifGenerator which 

is designed to create jazz style motifs.  This would be 

accomplished by writing a class, JazzMotifGenerator, which 

extends MotifGenerator, and provides implementations of all the 

abstract methods.  Once this was done, the rest of AMEETM can 

be used without any changes.   

All the other principal classes in AMEETM follow this same 

pattern, and thus the whole system is easily extensible and 

enhanced.   

A further area in which we have attempted to maximize 

flexibility is in the data structures for the musical elements.   As 

previously mentioned, the mode can be anything which is MIDI 

supported.  The piece length can be user defined or determined 

by AMEETM.  Any MIDI available instruments can be used.  

Motifs can be as long or as short as the user desires.  Any 

number of PatternLibraries can be developed and used.  Any 

harmonic chords can be defined, which include any number of 

notes.  Musical styles are completely user defined.  And so on...  

5. Future Development and Open Questions 

5.1. Checkpointing 

All the pseudo-random number generators are completely 

deterministic.  This means that if generators are initialized with 

the same seed values during two different runs, the music 

produced will be exactly the same.  We plan to exploit this 

characteristic in order to be able to checkpoint the pipeline 

during music generation so that musical elements can be saved 

and repeated. 

5.2. Dynamic Alterations to Music 

Eventually, we would like to be able to alter the music which is 

playing “on the fly.”  This would permit us, for example, to 

allow the music generated in a video game to change depending 

on the player’s interactions within the game.  Alterations to the 

music could occur because of a change in mood, addition or 

removal of a musician, or direct request from a user. 

We designed AMEETM such that one block (a small number of 

bars) is generated at a time and then output to MIDI.  It is 

therefore possible to make changes between blocks to the music 

being produced.  The difficulty in doing this is that music 

generation occurs much more quickly than playback, and thus, 

all the blocks are generated while the first one is playing.  To 

support dynamic alterations, we need a means of keeping track 

of which block is currently being played and we need to be able 

to alter or replace subsequent blocks when a change is made. 

Furthermore, we might want alterations to occur gradually rather 

than abruptly, or a mixture of the two.  For a gradual change, we 

would need to know the parameters for starting and end points 

of the transition, and generate blocks in between accordingly.  

This gives rise to an additional checkpointing problem since we 

need to keep track of present and future parameters. 

5.3. Better Generator Implementations 

To improve and vary the music produced by AMEETM, it will be 

necessary to implement better generators.  Our current prototype 

only represents a proof of concept; in the next steps of 

development we are looking to collaborate with musicians to 

produce different generators for various styles, and to extend the 

functionality which currently exists. 

A few examples of improvements we have planned are the 

following.  (This is by no means an exhaustive list!) 

(a) For harmonic generators, we would like to consider 

transitions between blocks of music – if the previous block 

ended with an imperfect cadence to chord V, what should 

come next? 

(b) Develop MotifGenerators for various styles of music 

(c) Allow generated motifs to be stored in the pattern libraries 

to facilitate repetition and variations 

(d) Some additional musical aspects which we would like to 

consider are:  staccato vs. legato playing; better motifs for 

endings; motifs typical on different instruments (piano vs. 

violin vs. guitar vs. electronic etc.) 

5.4. Extensions to Mood Implementation 

Presently, although our implementation of the Mood class 

contains 66 emotional descriptors, the StandardEmotionMapper 

only alters music based on the emotions Happy and Sad.  We 
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need to do more research to determine which emotions we want 

to be able to vary, and how those emotions will be translated 

into changes to musical elements.  Over the past 70 years, there 

have been many publications concerning emotional expression 

in music which we can draw on, but we might also need to do 

some empirical research in order to properly implement a full 

EmotionMapper.  There is evidence that people only perceive 

certain emotions in music, but not others [8].  Maybe we will 

find that some terms collapse into others (perhaps Merry and 

Joyous are exactly the same in terms of musical expression?)  

All of these questions require more theoretical investigation. 

5.5. Extensions to PatternLibraries 

At present, only one of each type of pattern library can be used 

by the generators.  We would like to make it possible for more 

than one library to be loaded into a generator, especially in the 

case of the MotifPatternLibrary.  This would facilitate 

combining resources from more than one style in the same 

piece.  Also, it would allow the user to try library combinations 

without having to make any changes to the libraries themselves.  

There would be some decisions to be made concerning how 

patterns are chosen if there are multiple libraries – are any 

patterns of the desired length returned, or only from one library?  

Are all the libraries accessed equally often? 

We would also like all musicians to be able to use their own 

libraries.  The main difficulty in using a different library for 

every musician is that it will necessitate storing and copying 

large amounts of data every time the musician is changed.  On a 

PC this is not a problem, but in future it might be a concern if 

we try to implement AMEETM on cell phones or PDAs. 

In addition, we would like to be able to add to pattern libraries 

during composition.  This would be simple to implement, and 

would facilitate repetition in a piece, and also reuse of motifs in 

future compositions.  The only difficulty would be in deciding 

which motifs to store – for a 3 minute song with 4 musicians, a 

typical number of generated motifs would be around 200, some 

of which we might not want to save. Also, if the same library 

were used many times, it would start accumulating an 

unreasonably large number of patterns. 

5.6. Jam Sessions and Ensembles 

We designed AMEETM such that musicians could play together 

in two ways:  as a coordinated ensemble, which performs a 

piece with a harmonic structure followed by all the musicians, 

and as musicians jamming, in which case there is no decided 

upon harmonic structure, and all the musicians rely on their own 

musical knowledge to decide what to play.  Currently, only the 

ensembles are implemented, although it is possible to generate a 

piece with no harmonic structure. 

5.7. User Interface 

For testing and demonstration purposes, we will be adding a 

graphical user interface which will allow the functionality of the 

software to be easily accessed. 

6. Potential Applications 

As mentioned in the Introduction, the versatile functionality in 

AMEETM allows it to be used as an embedded component in a 

larger software product such as a video game, or to form the 

basis for a stand-alone music composition application.  In this 

section we mention two other potential applications. 

6.1. Emotional Equalizer 

A Mood is a collection of emotional descriptors, each present to 

a different degree.  Imagine an “emotional equalizer” which 

would allow a listener to alter the music’s mood as it is playing.  

This could be either a hardware or a software device which 

would operate exactly like a normal stereo equalizer, except that 

the sliders would be marked with emotional descriptors rather 

than frequency ranges.  So, while listening, rather than turning 

up the bass in the song, you could turn up the “happy.” 

6.2. Long Distance Musical Collaboration 

An application for AMEETM which is particularly relevant in 

Canada where people are spread over long distances, would 

Internet based musical collaboration.  Picture three users, one in 

Iqaluit, one in Vancouver and one in Halifax, each of whom has 

a collection of Musicians with different qualities and abilities.  

Those Musicians could perform together and the results could be 

heard by all the users. 

7. Conclusions 

The AMEETM prototype described in this paper is a promising 

first step toward a dynamic music composition system.  We are 

continuing development based on the extension ideas presented 

above, and we anticipate using AMEETM in several exciting 

application areas in the near future. 
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Abstract. This publication introduces a software toolbox that encapsulates different algorithmic solutions directed towards the 
automatic extraction of symbolic note information from digitized music excerpts. This process, often referred to as automatic music
transcription is still confronted with many issues such as mimicking the human perception or making a decision between ambiguous
note candidates for symbolic representation. Therefore, the current publication describes algorithmic procedures dedicated to the
detection and classification of drum notes, bass notes, main melody notes and chord structure. The focus on four different domains of 
automatic transcription allows utilization of specialized analysis procedures for almost every aspect of music. This paper provides 
insight into the single transcription methods and their performance. Additionally, various application scenarios for the transcription 
based interaction with music and audio are sketched with regard to the required technologies. 

1. Introduction 

Automatic note transcription refers to the extraction of a 
parametric representation (e.g. MIDI) of the notes played within 
a polyphonic music excerpt. In the field of Music Information 
Retrieval (MIR), this process is widely acknowledged as one of 
the most ambitious tasks in machine listening. Seemingly a 
research object of purely scientific interest, the automatic 
transcription of music potentially provides various fruitful 
application scenarios. The most obvious advantage of automatic 
transcription is the possibility to enrich large-scale music 
catalogues (e.g. online music shops) with high-level content 
descriptions. These advanced metadata in turn enable novel 
search and browsing functionalities. Listeners might for 
example be interested to retrieve solely songs in the key of G-
minor or songs based on a characteristic Eastern European scale. 
In addition, a database of transcribed melodies in conjunction 
with specialized melody search strategies enables the well-
known Query-by-Singing or Humming (QbSH) scenario. QbSH 
allows the user to retrieve a link to a song by just singing or 
humming the catchy tune in case he wants to find out the 
corresponding artist and title. At the same instant the user can be 
pointed to cover-versions or songs that feature a similar melodic 
theme. Creative communities enjoying music performance and 
production can also profit from automatic music transcription 
technologies. They allow aficionados to quickly practice their 
favorite song without being experienced with manual 
transcription. Indeed, first applications especially directed to 
generating guitar tabs from audio files are recently becoming 
commercially available1. Leisure games as well as educational 
software evolving around music, singing and dancing can be 
quickly enriched with content and user generated assets using 
automatic transcription technologies.  

1.1. Problem definition 
A symbolic transcription representation is an organized 
sequence of consecutive notes and rests. A note is characterized 
by its pitch (note name), starting time (onset) and ending time 
(offset). This notation has to be automatically extracted from 
digitized excerpts of real world music, where usually a complex 
mixture of harmonic sustained (e.g. melody) instruments as well 
as the percussive un-pitched (e.g. drum) instruments is present. 

                                                          
1 Examples can be found on http://www.sienzo.com and 
http://www.daccordmusic.com 

Automatic transcription in its original meaning also implies the 
need for the extraction of the musical context, e.g., the tempo, 
the bar measure, repetitions etc. However, the MIR community 
has adopted the term transcription for the process of detecting 
and classifying notes. For the special case of drum instrument 
classification this term will also be used because drum patterns 
are usually notated on the different staves of a score sheet.  

1.2. Related work 
Automatic music transcription is a very challenging task, both 
from the signal-processing as well as the musicology point of 
view. There still exist no definitive solutions for problems like 
mimicking the human perception or coming to a decision 
between ambiguous candidates for symbolic representation. The 
challenge with transcription of percussive instruments resides in 
the fact, that a great variety of sounds can be generated using a 
single instrument. An overview of publications concerned with 
drum detection and classification can be found in [1], where a 
unique template adaptation and matching technique in 
conjunction with harmonic structure suppression for detection 
and identification of common drum instruments is described. 
Many papers have focused on sound source separation methods 
decomposing a music spectrogram into multiple spectrograms of 
source instruments. These classes of algorithms are realized by 
higher order statistical methods such as Prior Subspace Analysis 
[2], Non-Negative Independent Component Analysis [3] or
Non-Negative Spectrogram Factorization [4]. An alternative 
approach is described in [5], where a noise sub-space projection 
method is proposed. An adaptive feature modeling method has 
been introduced in [6]. 
The transcription of bass-lines in real-world music has actually 
been underrepresented in the MIR literature. The most well 
known approaches are described in [7] and [8]. To the current 
knowledge of the authors, the only newer publication is [9], 
which proposes a multiple fundamental frequency (F0) estimator 
as a front-end followed by acoustic and musicological models. 
The method described in the present paper outlines and extends 
the methodology given in [10].  
Melody transcription is a very active research topic. The 
conventional approach is to estimate the F0-trajectory of the 
melody within polyphonic music, such as in [11], [7], [12], [13]. 
An alternative class of transcription algorithms directly detects 
discrete notes as a representation of the melody [14], [15].   
Detection of chords in a piece of music is closely related to the 
well-investigated research field of key estimation [16], [17], but 
has attracted less attention in the past years. Examples are [18] 
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that use HMMs to model chord transitions, and [19], [20] that 
introduce chord detection in order to analyze and segment pieces 
of music. The latter also shows the interlacement of key finding 
and chord detection in their approach. The current publication 
summarizes the method described in [21].  
The remainder of this paper will be organized as follows: 
Section 2 provides a brief overview of the four transcription 
algorithms dedicated to the different musical domains as well as 
the overall system architecture. Section 3 describes the 
evaluation procedures for every algorithm and depicts the 
achievable results accordingly. Section 4 sketches application 
scenarios with special focus on interaction with sound. Section 5 
concludes this paper and summarizes the most important 
insights. 

2. System overview  

The transcription toolbox itself is just a graphical user interface 
(GUI) encapsulating the four different transcription technologies 
as well as appropriate methods to display the results (i.e. notes 
in a piano-roll view). It also features a very basic synthesizer for 
rendering the detected notes and drum instruments in sync with 
the original music excerpt. Thus, the toolbox is suited to quickly 
assess the performance of the single transcription technologies 
and test new implementations. The GUI enables the user to load 
an audio file (WAV or MP3), to select an excerpt that shall be 
analyzed, to run all four transcription methods, to view and 
listen to the results and also to save all results as a MIDI file. Per 
default all audio data is internally converted to 44.1 kHz 
sampling rate and 16 bit per sample on loading. 

2.1. Drum Transcription 
This publication focuses on the vast field of popular music 
where only a limited set of percussive un-pitched instruments is 
presumed to be present. There are mainly two instrument classes 
in scope: membranophones and idiophones (as well as their 
electronic counterparts). The drum transcription algorithm 
described in this paper is able to identify up to 17 distinct drum 
and percussion instruments in real-world music and generate a 
MIDI notation of their onsets. An overview of the drum 
transcription algorithm is presented in figure 1. It shows that the 
signal processing chain can be subdivided into three main stages 
that will be described in the following sections.  

2.1.1. Onset Spectra Detection & Storage 
A time-frequency representation of the audio excerpt is 
computed using a conventional Short Time Fourier 
Transformation (STFT). Thereby a relatively large block-size in 
conjunction with 10 ms hop-size is applied. The unwrapped 
phase-information �  and the absolute spectrogram values X
are taken into further consideration. The time-variant slopes of 
each spectral bin are differentiated over all frames in order to 
decimate the influence of sustained sounds and to simplify the 
subsequent detection of transients. Using half-wave 
rectification, a non-negative difference-spectrogram X̂  is 
computed for the further processing. The detection of multiple 
local maxima positions DTt  associated with transient onset 
events in the musical signal is conducted by means of peak 
picking in a detection function derived from summing up all 
bins of X̂  and smoothing the resulting vector. Two verification 
instances aim at avoiding the acceptance of small ripples for 
onsets. First, a tolerance interval of 68 ms is defined which must 
at least occur between two consecutive onsets. Second, the 
unwrapped phase information of the original spectrogram serves 
as reliability function in this context. It can be observed that a 
significant positive phase jump must occur near the hypothetic 
onset-times. The main concept of the further process is the 

storage of one spectrum frame of X̂  at the time of the onset. 
From the manifold of collected onset spectra the significant 
spectral profiles related to the involved instruments will be 
gathered in the next stages. 

�

X

E F

X�

X̂

tX̂

X~

DTt

S

Figure 1: Drum transcription process 

2.1.2. Decomposition 

From the steps described in the preceding section the onset 
times DTt  as well as the corresponding onset spectra tX̂  is 
deduced. With regard to the goal of finding only a few 
significant subspaces, Principal Component Analysis (PCA) is 
applied to tX̂ . Using this well known technique it is possible to 
decimate the number of collected spectra to a limited set of d
de-correlated and variance normalized (whitened) principal 
components X~ . The whitened components X~  are subsequently 
used as input for a Non-Negative Independent Component 
Analysis (NN-ICA) in order to acquire the original source 
components. NN-ICA utilizes the intuitive concept of 
optimizing a cost function describing the non-negativity of the 
components [22]. This cost function is related to the 
reconstruction error introduced by axis pair rotations of two or 
more variables in the positive quadrant of the joint probability 
density function (PDF). The assumptions for this model imply 
that the original source signals are positive and well grounded, 
i.e. they exhibit a non-zero PDF at zero, and they are to some 
extent linearly independent. The first concept is always fulfilled 
because the vectors subjected to NN-ICA originate from X̂ ,
which does not contain any values below zero, but certainly 
some values at zero. The second constraint is taken into account 
when the spectra collected at onset times are regarded as the 
linear combinations of a small set of original source-spectra 
characterizing the involved instruments. This seems, of course, 
to be a rather coarse approximation, but it holds up well in the 
majority of the cases. The onset-spectra of real-world drum 
instruments do not exhibit invariant patterns, but are more or 
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less subjected to changes in their spectral composition. 
Nevertheless, however, it may safely be assumed that there are 
some characteristic properties inherent to spectral profiles of 
drum-sounds that allow us to separate the whitened components 
X~  into their potential sources F   by computing XAF ~�= .
Here, A  denotes the dd �  un-mixing matrix estimated by the 
NN-ICA. The sources F  will be named spectral profiles since 
they represent the onset spectra of the source signals. The 
spectral profiles are used to extract the spectrograms amplitude 
basis, hereafter referred to as amplitude envelopes, by 
computing XFE �= . The extracted amplitude envelopes 
present relatively salient detection functions with sharp peaks, 
sometimes accompanied by smaller peaks and plateaus 
stemming from crosstalk effects. Drum-like onsets are detected 
in the amplitude envelopes using conventional peak picking 
methods. Solely peaks near the original times DTt  are accepted 
as candidates (68 ms tolerance). The value of the amplitude 
envelope’s magnitude is assigned to every onset candidate at its 
position. If this value does not exceed a certain dynamic 
threshold then the onset is not removed.

2.1.3. Refinement & Classification 
Using the information about the probable onset times, a 
spectrogram template is extracted for every valid component. 
This refinement step is comparable to the methodology used in 
[1]. It can be achieved by peering through excerpts of the 
original spectrogram X  near the times corresponding to the 
detection function’s highest local maxima. The original 
spectrogram is taken into account to obtain multiple 
observations of the instruments in the time-frequency domain, 
from which a distillate of the actual instruments spectrogram can 
be derived. Multiple instances of such templates are extracted at 
different onset times, ordered descending by the magnitude of 
the peaks in the corresponding amplitude envelope. This 
procedure is motivated by the assumption, that the original 
instrument is probably present at those points with high 
amplitudes. By virtually stacking all preliminary templates on 
top of each other and performing element-wise minimum 
computation, it is possible to capture the final spectrogram 
template S  per instrument. It turned out that a relatively small 
number of template observations is sufficient to distillate S . The 
template represents the detected drum instruments spectrogram 
and exhibits minimized interference of other instruments. Since 
it tends to smooth out spectral variation caused by slight playing 
variations of the drums it is suited for feature extraction and 
classification of the drums sounds. Classification itself is based 
on a linear combination of multiple MPEG-7 compliant audio 
features directly computed from the mean template in the sense 
of linear discriminant analysis (LDA). The LDA transformation 
coefficients are computed on features extracted from a 
comprehensive collection of isolated drum sounds with 
corresponding class labels. Categorization of the detected drum 
instruments to the predefined classes is finally achieved by 
simple nearest neighbor classification using Euclidean distance 
measure in the LDA space. 

2.2. Bass Transcription 
The bass transcription is the fastest extraction procedure of the 
toolbox, because it only concentrates on the low-frequency 
musical events and thus allows for a rather strong sub-sampling 
of the audio signal, discarding irrelevant high-frequency content. 
The bass transcription processing chain can also be subdivided 
into three main stages as depicted in figure 2 and described in 
the following sections.  

I

BTt

BTf

Figure 2: Bass transcription process 

2.2.1. Frequency Transform 
As already stated, the audio signal to be analyzed for bass notes 
is sub-sampled by factor 32, thus reducing the Nyquist 
frequency to approximately 700 Hz. It can safely be assumed, 
that the majority of bass notes and their most important 
harmonic overtones are captured in that frequency range. It is 
obvious that this rather strong sub-sampling would normally 
lead to aliasing effects which would strongly interfere with the 
wanted signal. To prevent these effects, a zero-phase low-pass 
filter is applied before the sub-sampling. This well-known filter 
method virtually doubles the filter order and has precisely zero 
phase distortion. The sub-sequent frequency transform is given 
by an STFT with additional estimation of the instantaneous 
frequency (IF) spectrogram I  estimated from successive phase 
spectra via the well-known phase vocoder method [23]. This 
method computes the evolution of the instantaneous frequency 
per spectrogram bin, and is thus much more suitable to analyze 
the low-frequency content of a music signal, where slight 
frequency deviations may cause erroneous note estimation. 

2.2.2. Onset Detection 
In parallel to the frequency transform, a time-domain based 
onset detection is conducted on the low-pass filtered and sub-
sampled signal. The detection of candidate note BTt  onsets is 
realized as conventional envelope extraction based on two-wave 
rectification and low-pass smoothing. It is followed by 
differentiation of the envelopes and detection of rising slopes 
exceeding a dynamic threshold criterion.  

2.2.3. Note Extraction 
A detailed spectral analysis is deployed in this stage to 
overcome the common problem that drum instruments overlap 
with the bass notes in the low-frequency range of music signals. 
The main issue is that drum instruments sounding 
simultaneously to a bass note can have a negative influence on 
the F0-estimation of this note. To prevent this behaviour, a 
frame-wise criterion for the reliability of the low-frequency 
spectrum is computed as a combination of the spectral flatness 
measurement (SFM) and the peak energy of the spectrum’s 
autocorrelation function (ACF). The motivation for the latter 
measurement is based on the observation that drum spectra will 
lead to a less spiky shape of the ACF than harmonic spectra, 
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whose overtones cause salient periodicities along the frequency 
axis. This property is exploited to retrieve the part of a bass 
note, where the harmonic spectrum is most salient and least 
superposed with drum spectra. Actually, the attack part of the 
bass notes is ignored in most cases when a drum instrument is 
present at the same onset. Instead the sustain phase or even the 
release phase are considered most reliable for the fundamental 
frequency estimation. In this context it is also an advantage, that 
in the majority of cases, the bass notes tend to be longer than the 
competing drums sounds, which can be considered as one-shot 
events. The fundamental frequency of the bass notes is 
estimated in the time intervals that are marked as reliable via a 
method similar to [13]. This pitch estimation also includes the 
frequency of identifiable overtones in order to refine F0. The 
reason for that procedure is that physical bass instruments 
usually have slightly detuned overtones (e.g. due to string 
thickness) that influence the overall pitch impression and must 
be accounted for. As a concluding step the estimated 
fundamentals BTf  are mapped to MIDI notes. The 
corresponding note offsets are defined as the points where the 
reliability measure decreases below a certain percentage of the 
maximum that had been observed for the particular note object. 

2.3. Melody Transcription 
The melody transcription algorithm is tailored towards 
identifying the notes of preferably monophonic instrument 
phrases in polyphonic and multi-timbral music excerpts. Figure 
3 shows the overview over the complete processing chain, the 
single stages will be described in the following sections. 

2.3.1. Spectral Analysis 
A multi resolution spectrogram representation M  is obtained 
from the audio signal by calculating an STFT with varying 
length of zero padding using a Hann window. Thereby, a Multi 
Resolution-FFT (MRFFT), an efficient technique used to 
compute STFT spectra in different time-frequency resolutions, 
is utilized [24]. For all spectral resolutions the resulting STFT 
frame size and the hop size of the analysis window are 2048 and 
256 samples, respectively. This processing step is followed by 
the computation of the magnitude and phase spectra and the IF 
spectrogram M� .

2.3.2. Pitch Estimation 
Sinusoidal components of the audio signal contain the most 
relevant information about the melody. Yet, it is a challenge to 
reliably identify sinusoidal partials in polyphonic music. Of 
course a consistent and moderate change in magnitude and 
frequency of the examined spectral peaks is a good criterion for 
the identification of sinusoids. However, this requires a 
continuous tracking of the partials with time, a demand which 
cannot be implemented easily for polyphonic audio signals. For 
this reason a psychoacoustic model is applied in order to 
exclude non-audible peaks from further processing. A simplified 
implementation of simultaneous and temporary masking is used, 
which by far does not reach the complexity of models used in 
modern lossy audio coders. However, this way many spurious 
peaks can be erased from the spectrum in order to speed up the 
further processing. The magnitude and instantaneous frequency 
of the audible peaks 

MTp are extracted by a pitch estimation 
method, as the frequency of the strongest harmonic may not be 
the perceived pitch of a periodic complex tone. At first, the pitch 
estimator performs a magnitude weighting and then it analyzes 
the harmonic structure of the polyphonic signal. The algorithm 
covers four octaves – computing pitch frequencies and an 
approximate prediction of the pitch salience in a frequency 
range between 80 Hz and 1280 Hz. 
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Figure 3: Melody transcription process 

2.3.3. Melody Extraction 
A variable number of pitch candidates MTf  at each frame (about 
five pitches on average) is used to track tone objects. At the 
same time the frame-wise estimated pitch candidates are 
processed to build acoustic streams. As only the magnitude and 
the frequency of the pitch candidates are taken into account for 
the auditory stream segregation, the method does not mimic the 
performance of human listeners. The implemented method 
solely subdivides the full four octave frequency range into 
smaller voice regions. Tones which have a sufficient magnitude 
and are located in the adequate frequency range are assigned to 
the corresponding voice. Every voice may possess only one 
active tone at any time. In competitive situations the active tone 
is chosen with the help of a rating method that evaluates the tone 
magnitude and the frequency difference between the pitch of the 
tone and the actual voice frequency. Conversely, a tone is 
exclusively linked to only one voice. That means solely tones 
from the most salient voice are considered to be melody tones. 
Therefore, the correct identification of the melody stream is very 
important for the success of the method. For each tone in a 
voice, the onset and offset is detected by evaluating the 
magnitude and frequency deviation of the tone. Moreover, a 
stable pitch frequency is assigned with the help of a rating 
scheme. In order to determine a discrete note name, the short-
term tuning frequency is estimated for each voice as proposed in 
[25]. Finally, the melody voice must be chosen. In general the 
most salient voice is identified as the melody. Of course it may 
happen that two or more voices have about the same magnitude 
and thus no clear decision can be made. In this case, the stream 
magnitudes are weighted according to their frequency. Streams 
from the bass region receive a lower weight than streams from 
the mid and high frequency regions. If no clear melody stream 
emerges during a short time span, the most salient weighted 
stream is chosen. 

2.4. Chord Transcription 
The extraction of the harmonic structure comprises the detection 
of as many chords as possible in a piece. That includes the 
characterization of chords with a key and type as well as a 
chronological sequence with onset and duration of the chords. 
The current implementation is able to identify the five most 
common triads (maj, min, dim, aug, sus4) as well as 10 more 
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exotic quads (that augment the triads with sevenths and ninths). 
Figure 4 shows the system overview of the harmony 
transcription algorithm. The proposed method focuses on 
deriving the utmost degree of information from the signal and 
only needs basic musical knowledge, but works without training 
or a priori knowledge about the pieces to be processed. 
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Figure 4: Chord transcription process 

2.4.1. Tonal Analysis 
The chord detection is based on the analysis of the most salient 
pitches in a spectrogram representation of the audio material. As 
front-end for the spectral transformation, a combination of a 
warped FFT [26] for the lower frequency range up to 1.5kHz 
and conventional FFT for the upper frequency range up to 8kHz 
is used. As a result, a spectrogram with a frequency resolution of 
two to six bins per half-tone for the whole frequency range from 
100Hz to 8kHz is obtained with a hop-size of 8ms. Furthermore, 
the spectrogram is logarithmized and aurally compensated to 
derive amplitudes representing perceived loudness. To find the 
most salient pitches in each FFT-frame, a procedure inspired by 
[7] is used. For each frequency bin in the desired frequency 
range, the amplitudes of all hypothetic harmonics are summed 
up. To obtain the most salient pitches, the eight strongest local 
maxima in the resulting sum spectrum are chosen as note 
candidates. In this reduced sum spectrogram, continuous F0-
trajecories are sought. From this set of note candidates, any note 
whose frequency is an integer multiple of a note sounding 
simultaneously is removed to avoid erroneous interpretation of 
higher harmonics as fundamental frequencies. Furthermore, 
notes with a total duration shorter than 80ms are removed, as 
they do not form stationary tonal events and thus do not carry 
relevant pitch information.  

2.4.2. Rhyhtmic Analysis 
The rhythmic analysis is intended to extract the beat grid, i.e., 
the times where main rhythmic accents are situated (e.g. the 
instances that a human individual would tap along while 
listening to the song). This analysis is carried out as a parallel 
processing branch, where the audio signal is first decomposed 
into six band signals using a filter-bank adjusted to the 
frequency ranges of the most common percussion instruments. 
Amplitude envelopes are derived from the single band signals 
by means of two-wave rectification and low-pass smoothing. 

Multiple ACFs of overlapping envelope excerpts are computed 
throughout the whole song in order to find the most salient 
rhythmic periodicities contained in the music signal. The 
periodicities are represented by the salient peaks of the ACF 
functions. Their lag positions can be directly converted to BPM 
values. One of them represents the actual tempo inherent to the 
song. Unfortunately it does seldom correspond to the absolute 
maximum. Several tempo (resp. beat) candidates are tracked 
throughout the song and a final decision about the tempo and the 
beat points is deduced when the complete audio signal has been 
processed. This way, the final beat grid HTt  is available as 
information source for the chord recognition stage described in 
the following section. 

2.4.3. Chord Recognition 
Utilizing the beat grid HTt , multiple hypotheses for 
corresponding rhythmic segmentation are generated. To prevent 
propagation of eventually occurring octave-errors in the beat 
grid, different kinds of segmentations are set up according to 
following procedure. The step-width from one beat point to the 
next is multiplied using the integer factors � �4,3,2,1�a
(comparable to conventional sub-sampling). Due to the fact, that 
no information on the actual on-beat position is available, 
additional shifted segmentations are generated for all factors 
greater than one. Using this scheme it can safely be assumed 
that one of the segmentations corresponds to the actual beat-
structure of the analyzed song. For each segmentation Z , every 
beat interval is analyzed for its tonal content separately. 
Therefore, all F0-trajectories starting, crossing or ending in that 
interval are subjected to the note candidate extraction. These 
candidates are estimated using a statistical stabilization of the 
trajectories apparent in the interval, followed by an assignment 
to the nearest musical note on a chromatic scale. In a subsequent 
step, octave information of the notes is discarded by mapping 
them to pitch classes analogous to those proposed in [27]. The 
entries in the chroma-vector representing one beat are given by 
accumulating the note candidates energy sum normalized by the 
ratio of the note duration to the interval duration. A rough key 
estimation is carried out from these pitch classes, using the 
enhanced probe tone algorithm according to [16]. In contrast to 
the somehow similar approach in [28], all probable chords are 
formed from the chroma-vector entries that exceed a dynamic 
threshold criterion. The most plausible chord sequence is 
derived in the chord refinement stage with respect to an energy 
related confidence measure as well as the fitness to the 
previously estimated key. The confidence measure is also used 
to decide, whether there are any audible chords or rests. 
Furthermore, it also provides the cue which sequence of chords 
is the most stable and which chord changes are certain. This 
way, one of the segmentation hypotheses and its corresponding 
chord sequence is picked as the final result and transformed into 
a MIDI notation. 

3. Evaluation  
The assessment of MIR algorithms is a crucial and often 
discussed task. During recent years the international competition 
called Music Information Retrieval eXchange (MIREX) has 
established widely acknowledged test criteria, and even more 
important, has provided a platform for exchange of ideas in the 
MIR community. Thus, MIREX-results or parts thereof will be 
given in this paper were possible. All evaluation methods found 
in this paper will make use of the well-known information 
retrieval measures precision, recall and F-measure, only the 
melody evaluation uses different measures, that will be 
described below. 
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3.1. Drum Transcription Evaluation 
The performance assessment of the presented drum transcription 
algorithm is given by an excerpt of the results measured during 
the so-called ‘Audio Drum Detection’ evaluation task conducted 
during the MIREX20052.
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Figure 5: Drum transcription test results given by descending F-
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3.1.1. Drum Transcription Test Data 
Within the MIREX2005 contest, approximately 50 audio files 
with corresponding drum annotations were used as test-bed for 
the evaluation. Many genres were encompassed and various 
degrees of drum density (with regard to instrumentation as well 
as intensity) were contained in the files. Although the drum 
transcription method presented here does support up to 17 
different types of drum and percussion instruments, the 
conditions for the MIREX task only required the discrimination 
of three drum types (kick, snare, hi-hat). Three test collections 
provided by the participants were used, with a minimum 
duration of 30 seconds up to complete songs. To quantify the 
performance of each algorithm the participants agreed to use the 
F-measure for each of the three drum types as well as the onsets, 
resulting in four F-measure scores and their average score.  

3.1.2. Drum Transcription Test Results 
All participating algorithms were evaluated against music from 
each individual audio file collection, and then the three 
collection scores were averaged to produce a composite score, in 
which the method presented in this document positioned itself at 
rank five. It was outperformed by the winning algorithm of 
Kazuyoshi Yoshii and three algorithmic variations submitted by 
Koen Tanghe. Figure 5 shows the results achieved by the 
proposed method. It can clearly be seen that the numbers vary 
quite drastically for the different test-sets.

3.2. Bass Transcription Evaluation 
The performance assessment of the presented bass transcription 
algorithm has been described in detail in [10]. 

3.2.1. Bass Transcription Test Data 
A test collection of 37 music excerpts from a broad range of 
genres has been assembled for testing purposes. The majority of 
files feature a length of approximately 30 seconds. The whole 
collection amounts to a total of 15 minutes audio material. The 
test criterion was again the F-measure. The recall was computed 
in three versions, the first only taking exact note matches as 
valid, the second tolerating octave errors and the third tolerating 
fifth (i.e. 7 half-tones deviation) errors.  

                                                          
2 Further details at http://www.music-ir.org/mirex2005/  
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Figure 6: Bass transcription test results given by descending 
total F-measure per test item  

3.2.2. Bass Transcription Test Results 
Figure 6 shows the results achievable with the proposed bass 
transcription method. It can clearly be seen, that a rather high 
number of octave errors occur, which in turn are acceptable to a 
certain extent, since the bass notes will still sound consonant 
with the original audio excerpt. These erroneous detections will 
only sound disturbing when they occur amidst a staccato line of 
equal notes. 

3.3. Melody Transcription Evaluation 
The performance assessment of the presented melody 
transcription algorithm is given based on an excerpt of the 
results documented in the task ‘Audio Melody Extraction’ of 
MIREX20063. The aim of the task was to extract melodic 
content from polyphonic audio. The transcription problem was 
divided into two subtasks, namely the melody pitch estimation 
and the distinction of melody and non-melody parts 
(voiced/unvoiced detection). It was possible to give a pitch 
estimate even for those parts that have been declared unvoiced.  

3.3.1. Melody Transcription Test Data 
The algorithm was tested on two manually annotated datasets, 
the MIREX2005 dataset, consisting of 25 audio files, and the 
ADC2004 dataset, consisting of 20 audio files, both across 
different music styles. Moreover, each of these datasets were 
split into files in which the predominant melody is sung and files 
in which the predominant melody is non-vocal. The test criteria 
were actually not bound to note extraction but instead to F0-
detection, voicing detection.

3.3.2. Melody Transcription Test Results 
The MIREX2006 evaluation results show that the presented 
algorithm performs best in pitch detection and melody 
extraction. As indicated by the excellent runtime of the 
algorithm (fastest among the participants), the implemented 
methods allow a very efficient computation of the melody pitch 
contour. The following measures are given in diagram 7: Voiced 
Recall is the probability that a frame which is truly voiced is 
labeled as voiced. Voiced False Alarm is the probability that a 
frame which is not actually voiced was mis-labeled as voiced. 
Raw Pitch Accuracy is the probability of a correct pitch value 
(within a tolerance interval of ± ¼ tone) given that the frame is 
indeed pitched. This includes the pitch guesses for frames that 
were judged unvoiced. Overall Accuracy combines both the 
voicing detection and the pitch estimation to give the proportion 
of frames that were correctly labeled with both pitch and 
voicing.

                                                          
3 Further details at http://www.music-ir.org/mirex2006/  
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Figure 7: Melody transcription test results 

3.4. Chord Transcription Evaluation 
The performance assessment of the presented chord 
transcription algorithm has been described in detail in [21]. 
Here, only the most important findings will be given in compact 
form.

3.4.1. Chord Transcription Test Data 
The chord test-set consists of three re-synthesized MIDI files for 
which notes and chord transcriptions are available and 28 one 
minute excerpts of pop/rock songs for which note and chord 
transcriptions where taken from guitar and keyboard magazines 
as well as commercially available song books. The utilized 
ground truth comprises all detectable chords in the pieces with 
their tonics, types and temporal positions (onset and duration). 
The recall and precision were computed on a frame basis.

3.4.2. Chord Transcription Test Results 
The results obtained with the proposed algorithm are presented 
in diagram 8. For better readability, the values are sorted 
descending over all test items in accordance to the total F-
measure achievable with tolerance to enharmonic and triad-quad 
confusion. It can be observed, that for a number of songs, there 
are significant confusions between annotated triads and detected 
quads or vice versa. When checking the results via re-
synthesized notes played simultaneously to the original music 
excerpt, these errors are tolerable since the synthetic rendition 
still sounds consonant to the audio material. 
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 Figure 8: Harmony transcription test results given by 
descending total F-measure per test item  

4. Interactive application scenarios  
This section will sketch various interactive application scenarios 
for which the existence of automated transcription methods for 
music is of crucial importance. At present, not all of these 
scenarios are feasible but constant evolution of automatic 
transcription methods will enable them in the future. 

4.1. Music Education 
Many music education books are sold in combination with 
instructional records4. The obvious advantage of such additional 
material is the possibility to convey a higher degree of insight 
into particularities of the targeted musical performance, in 
addition to the information that can be found in the score sheets. 
In this respect, it is only consequent to also record the music 
student’s rendition of the piece and compare his skills to the 
instructional audio. In this context, automatic transcription 
methods can point out mistakes in the student’s playing or 
special intonation details that he has to practice more. 
Additionally the student can derive note transcriptions from any 
song he likes. Even if the transcription is not perfect on the first 
hand it is a good starting point for generating his own practice 
sheet and can support aural training. 

4.2. Remote Composition 
These days, thousands of amateur composers and musicians 
possess a bulk of unfinished or sketchy content like music 
backing tracks or single instrument tracks on their personal hard 
drives. Often they are faced with very ordinary problems like a 
general lack of inspiration, instrumental skills, technical devices 
or even a partner to discuss creative ideas with. Since their 
creativity is mostly not bound to commercial interests, they 
sacrifice their spare time for the hobby and can not afford to pay 
for professional instrumentalists or expensive sampling CDs. 
Automatic transcription methods can facilitate the composition 
by enhanced search for content or users, closing the creative gap 
that prevents hobby artists from realizing their ideas. An 
innovative search interface would for example be a world map 
showing participating users based on their location and 
transforming that view with respect to melodic similarity of  
their shared music items. 

4.3. Computer aided Remixing 
During the last years so-called Mash-Ups have become more 
and more popular. With the help of suitable audio sequencer 
programs almost every user can produce Mash-Ups by mixing 
excerpts of two or more popular songs using pitch-shifting and 
time-stretching to synchronize the music with regard to rhythm 
and melody. With the help of automatic transcription 
technologies the experimental guess-work necessary for creating 
a Mash-Up can be facilitated by automatically finding song 
segments suited for mixing and proposing the necessary 
temporal and tonal alignment. This concept can even be pushed 
further to an automatic DJ player, which plays a never ending 
stream of music from the user’s collection with beat matching 
and a varying degree of manipulation. In contrast to dance 
mixes, bio-feedback controlled relaxation music can also be 
generated. For example, a steady stream of gently interweaved 
songs from the user’s collection can be played in conjunction 
with synthesized melodies and chords, while the music selection 
and control of parameters is derived from e.g., the listeners pulse 
rate. The automatic transcription is thereby needed to retrieve 
matching music and to adopt the synthetic motives to the 
harmonic structure and the tempo of the original songs. This is 
indispensable in order not to interrupt the relaxation effect with 
dissonant tones. 

4.4. Singing and Dancing Games 
There exist a number of very popular music related games, 
which evolve around singing, dancing, drumming or similar 

                                                          
4 An outstanding example is the series ‘Play Guitar with the 
Ventures’, the first and only instructional albums that entered 
the American album charts.
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activities using specialized controllers. Normally the producers 
of these titles publish two or more titles per year that usually 
contain new content instead of new game features. Using 
automatic transcription, alternative games can be thought of 
where the user is able to choose the music he wants to play with. 
Dancing steps, singing references and drum patterns to play 
along can be quickly generated from the music itself.  

4.5. Personalized Game Soundtracks 
With modern day computer games, a lot of effort is put into 
composing and placing soundtrack music. Through careful 
synchronization to in-game events a lot of additional immersion 
can be achieved. With the increasing demand for 
individualization of game contents (e.g. avatar design) it would 
be only consequent to also personalize the soundtrack by using 
items from the user’s private collection. Automatic transcription 
technologies are perfectly suited for that scenario. With their 
help, the mood and tension contained in songs can be estimated 
and the corresponding in-game situations can be enhanced with 
surprising musical layers. 

5. Conclusions  
In this publication, a set of transcription methods for the 
important music aspects drums, bass, melody and chords has 
been described. The dedicated algorithms are encapsulated by a 
comprehensive software framework allowing quick inspection 
of the achievable transcription results. Evaluation procedures 
and results for every single method have been described and 
discussed. Innovative concepts for interaction with sound and 
music through the help of automatic transcription have been 
sketched to show that automatic music transcription is not solely 
an academic playground.
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Abstract.  It is becoming increasingly prevalent in research towards automatic music composition to make use of musical 
information extracted and retrieved from existing music compositions.  Unfortunately, this can be an unnecessarily complex and 
tedious process, given the incompatibilities in music modeling, organization, and representation between extraction and composition 
algorithms.  This paper introduces the Musical Data Organization platform and framework (MUSIDO), which is aimed at resolving 
this problem by providing middleware to facilitate access to musical information in a simple and straightforward fashion.  In doing 
so, MUSIDO provides an effective method to support automatic music composition based on existing music as source data.  This 
paper discusses MUSIDO’s design and implementation, and presents our experiences with using MUSIDO to date. 

1.  Introduction 

Automatic music composition is the process of writing music 
withdrawn from human intervention.  Many recent efforts to 
improve this process focus on learning from music written by 
humans, which involves extracting musical features and feeding 
these data directly into composition algorithms.  The capabilities 
of these approaches are strongly dependent on the information 
gathering mechanisms employed; fortunately, algorithms that 
can automate this process are becoming increasingly 
sophisticated [4]. 

In practice, unfortunately, it is difficult for composition 
algorithms to take advantage of multiple extraction algorithms 
due to differences in how these algorithms model musical data.  
Most composition algorithms require musical data to be 
carefully formatted for a specific purpose and so researchers 
typically prefer to format their source data in a fashion that 
specifically serves the needs of their own approach.  Extraction 
algorithms tend to collect and present information in an ad hoc 
fashion as well [5], and the information gathered is seldom 
meant for use in automatic composition systems, leading to 
issues in interoperability. 

This is particularly troublesome since most extraction 
algorithms tend to focus on one aspect of music for recognition 
and extraction, and most composition systems typically require 
multiple sources of information to use for composition.  
Integration is therefore a significant problem, because it is not 
just one source to interface with, but rather many.  To address 
this issue, a unified way of communicating musical information 
between extraction approaches and automatic composition 
algorithms is needed. 

Our current work introduces the Musical Data Organization 
platform and framework, collectively referred to as MUSIDO.  
The purpose of MUSIDO is to facilitate the development of 
automatic music composition systems that rely on existing 
music as source data.  This is accomplished by introducing a 
middleware entity to transfer musical information between 
extraction and composition algorithms in an easy, 
straightforward, and flexible fashion.  This middleware is 
comprised of two important aspects: a clearly-defined data 
model specifically designed to organize musical data and 
metadata, and a standard and supportive application 
programming interface (API) to provide input/output access to a 
platform conforming to the data model. 

While other platforms and frameworks already exist for working 
with musical data [1,2,7,9,11,12,14,15], these approaches either 
lack elements useful for automated extraction or composition, or 
were simply not designed specifically for these tasks.  As a 
result, they fall short in terms of their ability to specify, 
represent, manipulate, store, and query musical information or in 
terms of their programming interface for constructing extraction 
or composition systems.  In some cases, no programming 
interface or ability is provided at all, meaning that a 
considerable amount of development effort is required to make 
use of them. 

This paper presents the findings of our current work, examining 
the design and development of MUSIDO in detail and 
discussing our experiences in using it in developing an 
automatic music composition system that makes use of music 
extraction algorithms.  We have found that MUSIDO greatly 
facilitates the development of such systems, and does so in a 
way that is a considerable improvement over existing work, 
demonstrating significant potential for the future. 

2.  Overview of MUSIDO 

Traditionally, constructing an automated music composition 
system that uses existing music as source data encounters a 
compatibility issue in which the music information extraction 
and retrieval and algorithms and composition algorithms were 
not initially designed or intended to work with one another.  
This is shown in the left side of Figure 1, in which an 
incompatible Automatic Music Information Retrieval (AMIR) 
algorithm attempts to interface with an Automatic Music 
Composition (AMC) algorithm. 

Figure 1:  Traditional (left) Versus MUSIDO (right) Approaches 
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The main goal of MUSIDO is to resolve this issue, by providing 
a framework to facilitate such algorithms working together, as 
shown in the right side of Figure 1.  This is discussed in the next 
section in detail. 

2.1.  The MUSIDO Framework 

In designing the MUSIDO framework, we set out to achieve the 
following: 

• Provisioning of a middleware entity, the MUSIDO 
platform, whose purpose is to communicate musical 
information between music extraction and music 
composition systems.  

• Reduction of integration effort required through the support 
of multiple types and formats of data.  

• Architectural simplicity, lowering the barrier to adoption. 

This led to the development of the MUSIDO framework as 
depicted in Figure 2, below. 

Figure 2:  The MUSIDO Framework

The framework shown in Figure 2 is comprised of three types of 
entities, specifically algorithms, drivers, and a central platform.  
This contrasts existing frameworks for automatic composition, 
such as those involving a human component, or those 
resembling the left side of Figure 1, where composition 
algorithms make direct use of an extraction algorithm for the 
collection of musical data.  The framework can also be viewed 
as a workflow with each possible entity participating in one of 
four separate stages: 

• Data collection, comprised of one or more extraction and 
retrieval algorithms, gathering musical data from 
potentially multiple sources of music. 

• Data organization, comprised of two entities: input drivers, 
and the MUSIDO platform, which are collectively 
responsible for the conversion and management of data. 

• Data provision, comprised of the MUSIDO platform as 
well as drivers that serve composition algorithms. 

• Data utilization, comprised of one or more composition 
algorithms for generating music. 

The input to this workflow is pre-existing musical data; while 
we consider human compositions as the primary source, our 

framework does not exclude the use of synthetic data as well.  
Systems conforming to the framework take these data and apply 
each of the four stages in turn, eventually outputting newly-
composed music.  It is important to recognize that our 
framework does not provide guarantees as to the quality of 
music produced; this would be impossible, since quality is based 
on the particular entities participating (most importantly, the 
composition algorithm) rather than the framework itself.  
Instead, we strive to support automatic composition systems in 
order to provide the best opportunity for quality to be evaluated 
and reliably achieved. 

2.1.1.  MUSIDO Platform 

The central and most significant component of our framework is 
the MUSIDO platform.  Unlike the framework itself which 
exists as a conceptual entity, the platform has been implemented 
and exists as usable software.  It is comprised of two important 
aspects: a flexible data model, and a software API.  The 
platform acts as a broker of musical information, providing 
automated composition algorithms with musical data in a 
clearly-stated manner.  To achieve this level of interoperability, 
our platform is not designed around any one particular digital 
music format.  Rather, our data model is specifically designed to 
allow different types of musical formatting to co-exist, with one 
important caveat: only those musical features pertinent to the 
majority of compositions systems are directly supported in our 
work.  This helps to achieve a concisely focused API; we leave 
extensions to this data model up to the individual systems that 
require them.  Thus, improvements can be easily made in rare 
cases when they are needed; indeed it is not possible for any 
data model to represent all types of musical data and metadata, 
as there are a vast number of ways to analyze music itself. 

Any composition system that conforms to the MUSIDO 
framework is one that uses the MUSIDO platform to store and 
organize passages of music that serve as input to the 
composition process.  Due to its emphasis and complexity, we 
separately discuss the data model and API of this platform in 
Sections 2.2 and 2.3 respectively. 

2.1.2.  Drivers 

The MUSIDO platform was introduced to allow music 
extraction and composition algorithms to work together 
harmoniously; however, the platform itself is comprised of a 
single input/output API.  Newly designed algorithms will not 
have difficulty working within our framework, since the API for 
storing and retrieving data through the platform entity is well 
known ahead of time.  Unfortunately, this is not the case for 
existing algorithms that have not been designed to cooperate 
with the platform; thus, the platform alone does not solve the 
problem of non-interoperability between these entities. 

In order for previously created algorithms to communicate with 
each other through the platform, we need to introduce another 
entity into our framework, namely drivers.  The responsibility of 
a driver is to facilitate the exchange of information between an 
extraction or composition algorithm and the MUSIDO platform; 
specifically, drivers translate information between the platform’s 
API and the musical format expected by these algorithms.  In 
simple terms, drivers extend existing algorithms so that they are 
compatible with the input/output API of our platform; in cases 
where these algorithms have been explicitly designed to work 
with MUSIDO, drivers may be unnecessary—in reality, they 
have already been built into the algorithm itself. 
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The very requirement for driver entities raises an important 
question: how does the MUSIDO framework differ from a 
traditional framework, considering that drivers could be written 
to allow direct communication between a music extraction 
process and a composition process?  It is true that current 
composition systems which make use of existing musical data 
already make use of some form of driver; however, these drivers 
are almost always integrated directly into the composition 
algorithm rather than existing as a separate entity, thus 
demonstrating the improved modularity of our approach.  More 
importantly, even if these drivers were extracted into their own 
module, the MUSIDO framework would have two distinct 
advantages.  The first advantage of our framework is that its 
platform is capable of converting many types of musical data 
automatically, whereas extraction and composition algorithms 
traditionally are not.  As a result, the process of creating a driver 
to sit between two of these algorithms would often be 
significantly more complex, since the drivers themselves would 
require complex conversion logic.   

A second and even more important advantage that our 
framework provides is reusability of algorithms.  While it may 
not be unreasonable for a single driver to be written within a 
traditional framework, such a driver would only be useful to the 
specific extraction/composition algorithm combination that it 
bridges.  A problem would occur, say, if the composition 
algorithm designers wished to make use of a different or new 
extraction algorithm for gathering data.  In such a case, an 
entirely new driver (with a different set of potentially complex 
conversion logic) would be needed.  Thus, combining the 
MUSIDO platform with supporting drivers allows one 
algorithm/driver combination to serve a potentially limitless set 
of other algorithms interacting with the platform. 

Mathematically, suppose we have m extraction algorithms and n
composition algorithms.  To interface each extraction algorithm 
with each composition algorithm directly would require m*n
points of integration.  To interface each extraction algorithm 
with each composition algorithm using MUSIDO, however, 
would only require m+n points of integration, to produce the 
driver for each algorithm in question to interface with the 
MUSIDO platform.  Furthermore, in this scenario, if a new 
extraction algorithm was created, n points of integration would 
be required to directly interface it with each composition 
algorithm, and if a new composition algorithm was created, m
points of integration would be required to directly interface it 
with each extraction algorithm.  Using MUSDIO, however, only 
one integration step would be required with each new algorithm, 
to develop a driver to enable interactions with MUSIDO.   

2.2.  Platform Data Model 

Prior to developing a software implementation of the MUSIDO 
platform, our work focused on the design of a data model that 
would satisfy the key goals of our middleware, most of which 
came from our review of existing algorithms as outlined in [3].  
Currently we offer support for many features found in common 
Western civilization music; our model does not fully support 
other musical styles from different cultures, however we have 
preserved flexibility throughout the design process, and in some 
cases we have explicitly included facilities that allow alternative 
music forms to be expressed.   

Our data model serves to organize two types of musical 
information.  First, many elements that have some 
corresponding representation on a musical score (such as notes, 
phrases, and bars) are modeled in a hierarchical fashion.  The 

second type of data is concerned with descriptive non-score 
elements (including metadata), which serves to represent 
musical information in a variety of capacities.  In each of these 
cases, the data model is only meant to encompass those data 
types that are immediately applicable to automatic music 
composition, to avoid adding unnecessary complexity to the 
platform when compared to improved utility.   

For brevity, the subsections below only provide an overview of 
various elements from our data model.  For further details on the 
entire data model, the reader is urged to consult [3]. 

2.2.1  High-level Structure 

The highest abstraction of our data model is concerned with how 
musical information collected by musical information extraction 
algorithms can be grouped and stored as individual entities, 
shown in Figure 3.  Broadly speaking, all musical information 
within our platform is stored within a Repository.  Repositories 
are analogous to database instantiations such that each 
Repository is capable of storing any number of Record objects; 
the purpose of this is to allow a way to group common Records 
into one conceptual set. 

Record objects exist to track a single passage of music; usually 
this will be a song.  Each can be described using the various 
types of data in our model, though very few data are required 
and in many cases fields can be left unspecified.  Furthermore, 
Records stored in the same Repository may contain different 
degrees of information; there is no requirement that these 
Records must be similar in structure, allowing Repositories to be 
very flexible in organization.  For example, suppose that a 
Mozart Repository is created, and two extraction algorithms are 
used to store Records in the Repository.  One of these 
algorithms may be responsible for identifying chord 
progressions that occur within a set of pieces, while another 
algorithm may be responsible for creating a Record to supply 
statistics on the distribution of Mozart’s use of pitch intervals.  
These data can be stored in separate Records, all within the 
same Repository, even though each Record is responsible for a 
different type of data than the others.  In this case, Records 
would not be representing songs, but rather aspects of music.   

In general, Records are meant to contain only those data needed 
for any particular application.  Each of the possible data types 
that can be stored directly into a Record object is explained in 
the subsections that follow: 

• A list of Sections that occur within the Record, such as 
verses and choruses. 

• A list of musical Parts. 
• A set of directives, which provide instructions on how the 

passage should be performed. 
• A set of properties (or details), such as a title for the record 

or the name of a composer. 

Records are flexible for storing musical information, being able 
to contain data from merely a few musical statistics on a piece, 
to entire pieces themselves.  Ultimately, extraction algorithms 
decide what musical information should be extracted from 
existing music and stored.  In some cases, these algorithms may 
extract and store important musical features along with the 
entire piece from which those features are derived, all within the 
same Record.  This is possible due to the flagging system that 
our data model provides where themes, repeating sequences, 
melodic lines, and other passage types can be identified as a 
subset within a Record. 
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2.2.2.  Sections 

We define musical structure as a set of abstract conceptual 
divisions within a piece, using a collection of Section elements 
in our data model.  Each Section is a segment of music bound by 
a starting bar and beat and an ending bar and beat.  This allows 
several different types of Sections to be specified for a single 
passage of music, with each potentially overlapping as well.  As 
an example, a Record that represents a folk song may have one 
Chorus Section and five Verse Sections.  This is useful for 
automatic composition systems to apply analysis on different 
parts of a piece, or to determine how the structure of newly-
formed music should occur if attempting to mimic existing 
work. 

Our model defines five types of Sections by default:  Chorus, 
Verse, Bridge, Climax, and Alternate Ending.  The model, as 
mentioned earlier, is highly extensible, allowing other Section 
types to be defined as necessary. 

2.2.3.  Parts 

One of the most important aspects of music is the actual notes 
that are played.  In our platform, musical Notes and Bars are 
assembled into Parts.  This follows common conventions: most 
prominent digital music formats organize data this way as well, 
including GUIDO [8], MuseData [9], MusicXML [6], and 
Lilypond [13], since printed musical score is organized in this 
manner.  Platform Records contain a set of Parts, each of which 
contains the following:  a unique integer identifier number, an 
Instrument, a set of directives, a set of Musical Effects, a set of 
Lyrics, a set of Dynamics, a set of Bars (containing Notes in 
Note Positions), a set of Contours, and a set of Chords (serving 
as a Chord progression). 

Some of these associations may be somewhat obvious in design.  
It is clear that Bars should be associated with Parts, according to 
the common layout of music.  The integer assigned to a Part 
serves as a unique ID value within a Record; this allows data 
associated with the part to be retrieved directly, or through the 
data projection system supplied by the platform.  Also, the 

association of an Instrument to a Part merely reflects the same 
common association that exists in real-world music; both written 
score and digital formats such as MIDI already assign single 
Instruments to Parts, even though it is possible that two 
instruments could potentially have notes on the same musical 
line, as is sometimes done in choral music.  In such cases, our 
platform’s 1:1 mapping of Part to Instrument requires that 
polyphonic multi-voiced parts be separated into separate lines of 
music.  As a practical aide to most existing algorithms that deal 
with MIDI, our platform implementation includes a subclass of 
Instrument specifically designed to represent a MIDI instrument, 
including a field for a MIDI patch number. 

In contrast to the more obvious design decisions above, it may 
be less apparent as to why the remaining elements are associated 
with Parts, rather than some other entity.  For example, many 
types of musical contours can exist at a finer granularity, such as 
pitch contours within Bar objects.  It would seem advantageous 
to associate these Contours with Bars rather than with Parts; in 
the case where a Contour is needed that spans an entire Part, one 
could be created from the individual Contours of each Bar 
contained within, although some method of determining 
Contour symbols between Bars themselves would be needed.  
While this is true, the MUSIDO platform (and Records in 
particular) is designed to hold partial information.  Consider a 
music extraction algorithm that operates on MIDI data by 
extracting a pitch contour from the notes that occur in a melodic 
line.  If our platform required that the contour be broken down 
on a per-Bar granularity, then some understanding of the Bar 
divisions of the piece would be required.  Unfortunately, MIDI 
data does not include any notion of Bar lines or divisions; thus, 
the algorithm would not be able to specify the contour within the 
platform unless it first applied some additional extraction 
approach to Bar induction; certainly a considerable problem, and 
even more so in other cases such as Chord progressions, where 
the challenge of extracting Chords is already very difficult.  
Thus, our approach allows the full specification of a Contour 
within a Part, regardless of the presence of musical Bars. 

In some cases it may make sense to track a type of data on a 
Bar-per-Bar basis, and yet this same type of data may also cross 

Figure 3:  High-level Structure of the MUSIDO Data Model 
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bar line boundaries.  For example, many Dynamics can easily be 
attributed to a specific note within a specific Bar.  Despite this, 
Dynamics may also span across several Bars; for  
example, a crescendo may occur over a long sequence of notes.  
To store these data, two solutions exist: track Dynamics within 
Bars with complex analysis required for those Dynamics that 
cross bar lines, or simply track Dynamics according to Parts, 
requiring that a start time and possibly a finish time be set.  The 
latter option maintains simplicity, particularly for developing a 
platform API, whereas the former requires complex and 
expensive algorithms to coordinate dynamics participating in 
several Bars.  Thus, we take the latter approach, applying this to 
Lyrics, Chord progressions, and Musical Effects also. 

2.2.4.  Directives 

The purpose of a directive is to provide general musical 
instructions for the entities that it is associated with.  In our 
platform, we make use of two types of directives.

The Record Directive type may seem to serve a similar purpose 
to the Record Details type (discussed in next section); while 
both provide data that affects or describes the entire Record as a 
whole, they are different in two regards.  First, Record 
Directives describe musical features while Record Details are 
responsible for musical metadata.  In particular, Record 
Directives describe how music should sound; our current 
platform includes a core set of directives, while extensions to 
these may be included by other specific systems.  The second 
difference between these entities is that Record Directives take 
place at a specific point within a piece, rather than applying to 
the piece universally.  This is reflected in the hierarchy of the 
class; each directive has a distinct start and end point as defined 
by the four temporal variables tracking bar and beat timing. 

Part Directives closely resemble Record Directives; their 
purpose is very similar, only limited to the scope of the 
particular Part that they are associated with.  A wider range of 
directive types exist for Parts; in particular, data concerning how 
a piece is traversed and what play style should be used are 
included, again leaving the option for additional directives to be 
defined by individual systems using our framework. 

2.2.5.  Record Details 

Aside from musical features, Records also contain metadata 
describing this information.  There is potentially a large amount 
of data that could exist on a musical piece or passage; this was 
learned early in the data modeling process of the Record class, 
where the number of variables and functions involved quickly 
became unreasonable to track in a concise manner.  Thus, we 
have chosen to separate all metadata described for musical 
Records in a separate object called Record Details.  Record 
Details can include a wide variety of attributes, including title, 
composer, composition date, genre, status, quality ranking, data 
format, and so on.   

There are two purposes for storing Record metadata in general.  
First, these data may be useful in describing some aspect of 
music to be considered by a composition system when 
generating new compositions; for example, a composition 
system may use the title of an existing piece to give some 
indication of what a newly-composed piece should be named.  
The number of applications in this regard are probably few, but 
still potentially useful.  The second and likely more common 
way to use these metadata is for the purpose of Record 
organization.  For example, a composition system using a large 

Repository of Records may wish to isolate only Jazz Records, or 
perhaps only those musical passages written by a particular 
composer.  This descriptive information lends well for 
categorizing Records into utility-specific groups. 

2.3.  Application Programming Interface 

The API supported by the MUSIDO function consists of three 
categories of functionality:  input, output, and processing.  Input 
and output functions are fairly straightforward:  input functions 
take musical data into the platform, while output functions allow 
musical data to be retrieved, either at a low-level in a more 
direct fashion, or at a high-level, in which the data can be 
organized to make common information-gathering tasks simpler 
to accomplish. 

Processing functions are provided to enable computational 
offloading.  In some cases, the data stored in MUSIDO may 
require analysis or manipulation that goes beyond mere 
reorganization.  We have therefore included some functions that 
act as composition services, processing common tasks that many 
composition systems require based on our observations as 
discussed earlier in this paper.  These include functions for 
format conversion, contour conversion, data projection, 
transposition, statistical calculations, and so on. 

Further details on this API can be found in [3]. 

3.  Prototype Implementation 

The primary goal of the MUSIDO platform is to allow a wide 
range of music extraction and composition algorithms to 
communicate information across the platform.  In an effort to 
satisfy this goal, we have chosen to implement this middleware 
in two different languages: Microsoft’s J  .NET, and Sun’s 
Java.  These languages are designed to operate over a diverse 
range of heterogeneous operating systems; while Java currently 
offers greater portability, an increasing number of software 
developers are making use of the .NET platform, and we felt it 
was important to provide application interoperability in this 
environment as well.  Our selection of J , rather than another 
.NET language, was motivated by the potential for simple code 
migration.  J  uses a syntax identical to that of Java, and nearly 
all of J ’s API is a subset of Java’s; precisely, J  is equivalent 
to J2SE v1.1.4.  As a result, our code was written in J  knowing 
that migration to Java would be trivial.  Also, due to the .NET 
framework’s internal language compatibility, our platform can 
be compiled as a .NET dynamic link library (DLL) and used in 
other more common .NET languages, such as C , C++, and 
Visual Basic. 

Unfortunately, the J2SE v1.1.4 API, and thus J ’s API, is not 
sufficient to allow many automatic composition systems to be 
written in J .  The source of this problem is a lack of support for 
MIDI data; specifically, the javax.sound.midi package was not 
added to J2SE until revision 1.2, and so this package is not 
available when using J .  As previously mentioned, 
compositions systems frequently use MIDI data to specify 
newly-written music, and so the absence of complex MIDI-
creation logic serves as a major deterrent to the use of J  for a 
system conforming to the MUSIDO framework.  Currently, the 
best way to avoid this problem is to refrain from using J  as a 
potential language for developing a music composition or 
extraction system.  The popular language C  does include MIDI 
data support, and the MUSIDO platform can still be used in this 
language when imported as a DLL package.  
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For developers desiring to use J  as a basis for their systems, an 
alternative does exist; in fact, the AMEETM composition system 
[10], with which most of our validation was done, is written in 
J .  AMEETM uses a customized J  version of the MIDI 
package from Java.  This package was originally taken from the 
GNU Classpath project, and was modified to work in the .NET 
environment by the developers of AMEETM.  This solution not 
only allows some composition systems to work with MIDI in J ,
but it also preserves the code migration benefits of working with 
Java/J  syntax.  Thus, while this customized package is not part 
of our platform’s design, we consider it an important extension 
for systems using MUSIDO in J .

4.  Experiences 

To validate MUSIDO’s use in supporting automatic music 
composition, we conducted a variety of tests and experiments.  
This section provides a brief overview of our experiences; the 
reader is urged to consult [3] for additional details as necessary. 

Initial testing involved ensuring that MUSIDO could effectively 
communicate musical information between music extraction and 
composition algorithms.  Through the use of simple algorithms, 
drivers were constructed to interface them with MUSIDO, and 
they were able to use MUSIDO easily and efficiently through its 
API to store, organize, and retrieve various musical elements. 

More substantial evaluation of MUSIDO came in the form of 
testing with the automatic music composition system known as 
the Algorithmic Music Evolution Engine (AMEETM), as 
discussed earlier.  Four simple music extraction algorithms were 
developed to gather themes, chords, probabilistic values, and 
contours from existing pieces of MIDI music.  This data was fed 
into MUSIDO, and accessed by AMEETM through the use of 
appropriate MUSIDO driver modules. 

In doing this integration, we found that AMEETM was able to 
produce music quite effectively using the musical information 
retrieved from MUSIDO, and was able to produce music using 
MUSIDO that was identical to a direct integration with the 
aforementioned extraction algorithms.  The music composed in 
both cases was identical, both in the time, onset, and rhythmic 
feature domains.   This helps to confirm the correctness of the 
MUSIDO platform itself; no loss of information on pitch, 
rhythm, or onset time is experienced when the platform is used.  
In the process, we did find, however, that MUSIDO greatly 
facilitated integration efforts, allowing AMEETM to access 
musical information far more easily than with a traditional, 
direct integration with the algorithms. 

In the end, our initial experiences indicated that MUSIDO both 
allows for an efficient and effective exchange of musical 
information between music extraction and composition systems, 
and enables this exchange far more readily than direct 
integration.  This demonstrates that MUSIDO is quite promising 
for supporting automatic music composition efforts in the future. 

5.  Conclusions and Future Work 

Using existing music as source data in automatic music 
composition systems is an approach attracting more attention 
from the research community.  Our current work in MUSIDO is 
aimed at supporting this work by providing a framework to 
allow music extraction and music compositions to exchange 
musical information to support composition processes.  Early 
experiences with MUSIDO have been quite successful, 
demonstrating great promise for continued work in the future. 

There are several potential research directions to be explored in 
the future.  We would like to continue experimentation with 
MUSIDO, in particular through user evaluation of MUSIDO and 
its results.  Support for additional music formats and 
representation could be added to MUSIDO, allowing the 
platform to work with music in GUIDO notation, MusicXML, 
and sampled formats.  We would also like to study the extension 
of MUSIDO to include musical concepts that are currently 
unsupported, including musical elements from other cultures. 
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Abstract Music is an important tool to achieve a certain atmosphere for social gatherings in public spaces
(e.g., Cafés, Pubs, Clubs) . The selection of proper music tracks is often either done by a sta member of such
a location or a professional music selector – a disc-jockey (DJ).
The mobility of personal media libraries is increasing. A portable music player has become an everyday item and
people are used to have their favorite music with them at any time. Selecting the preferred music for their own
makes them at least as professional for themselves, as a “true” professional music selector performing in public.
In a usual setting a single person determines what a whole audience is listening to, degrading the listeners to
passive consumers. Creating the possibility to allow every person in the auditory getting involved in the music
selection process, by using their portable music library, would result in a totally new kind of interactive listening
experience in public spaces.
We present our concept for music selection in public spaces as a multiplayer game – PublicDJ – and its pro-
totypical implementation. The concept is based upon a round based multiplayer game, where each player can
submit music tracks to a server. The server analyses submitted tracks and selects the best matching track, based
on a former announced criteria for playback. Selection criterias can range from high-level manually annotated
audio metadata to low-level audio metadata extracted from audio using music information retrieval techniques.
This allows the implementation of tasks like “Submit songs of the same genre!” or “Submit songs of the same
artist!”, which the users have to fulfill and can be used as a steering instrument for the music played.
Our prototype for collaborative music selection in public spaces as a multiplayer game increases interaction and
involvement of listeners by providing the possibility of active participation in a previously completely passive
experienced procedure.

1 Introduction

“Last night a DJ saved my life” is a famous chorus of
a song released in the early 80’s, describing the situa-
tion of a boring night out, until the disc-jockey (DJ)
played a special tune. Thereby, she changed the mood
of the people in the club and animated the audience.
Maybe not the most profound example, but a good one
describing the power of music in influencing the emo-
tional state of human beings – as told by the song’s
lyrics, as well as by the song itself in clubs all over
the world every saturday night. Furthermore, it dis-
plays the concentration of this power in the decision
of a single person – the DJ – for the whole audience.
The desire to be a DJ with this “magic energy-giving
power” themselfes may exist in many persons. It’s not
everyone’s favour to spend a lot of money to collect
music, stand up in front of an audience, and select or
mix music. Nevertheless, everyone who is into music
is a music expert in her preferred music domains. Lis-
teners often have a certain idea which song to listen
to in which emotional state, through having heard her
most liked music over and over again. People are their
personal DJ’s, as soon as they select the music they

want to listen to intentionally, either in company or on
their own.

Personal music libraries gain in mobility through
new generations of multimedia enabled playback de-
vices, creating the possibility for everyone to carry
around her very own music library or at least excerpts
of it. These devices (e.g., MP31players, mobile phones,
etc.) become more and more wireless network enabled
and often provide a runtime environment for custom
applications. Those technologies allow the execution
of applications with low computational load and the
exchange of a certain amount of data within reason-
able time.

These are the basic conditions to create the possi-
blity for everyone to play an active role in the music
selection process in a public space, while bluring the
boundary between the domain expert (i.e., DJ) and
the consumers (i.e., audience).

In the reminder of this paper related work is pre-
sented (cf. 2) and the concept of PublicDJ (cf. 3) is
introduced with the game principle (cf. 3.1) and song
selection criterias (cf. 3.3) implemented so far. A short

1MPEG-1 Audio Layer 3
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selection criterias (cf. 3.3) implemented so far. A short

1MPEG-1 Audio Layer 3

PublicDJ - Music selection in public spaces as multiplayer game

description of the prototype follows (cf. 4, and the pa-
per finishes with intended future work (cf. 5) and con-
clusions (cf. 6).

2 Related Work

Approaches in the domain of automatic playlist gen-
eration are manifold, but mainly aimed on satisfying
a single listener’s needs by automatically choosing the
right sequence of songs. Those approaches share in
common the description of songs by low- and/or high-
level metadata, which is furthermore used by various
algorithms (e.g., graph algorithms, recommender algo-
rithms, etc.) to figure out the right sequence of songs,
fitting certain criterias.

The pure audio data, necessary for playback, is ana-
lyzed to extract content based features (e.g., [7]). An-
other approach to describe the audio is manually an-
notated or automatically generated high-level meta-
data [2]. Automatically annotated metadata often con-
cerns tracking listening habits [1], observing skipping
behavior [11] or simple feedback loops [8]. These tech-
niques are of scientific nature and already being used
in real market products (e.g., lastfm2).

Publications concering music listening as social ex-
perience are, for example, the MUSICtable [12] in-
troduced by Stavness et al. They use a landscape
metaphor to visualize a manually arranged music col-
lection on a table-mounted display, accessible from all
sides. Buttons arranged around the display can be
pressed by the users involved, to aect the “wind”
on the virtual landscape and move the cursor posi-
tion in a direction, thus controlling the next song to
be played. A democratic approach for music choice
in public spaces is proposed by O’Hara et al. with
the Jukola system [10]. The system provides a vot-
ing mechanism through various input devices (PDA,
Touch-Screen) to enable visitors of a public place (e.g.,
a pub) to select music democratically, while still allow-
ing control of the music pool selected from. The paper
observes the social impact of such a setting and un-
derlines the interest of people taking part in the music
selection process.

The following publications possess a definitive aim
at a club scenario. These approaches tackle music se-
lection by the audience, or even try to create and ma-
nipulate music, through monitoring feedback by multi-
modal sensors [3, 4, 13, 6].

2http://lastfm - A social music platform, recommend-
ing music for individual users by tracking its whole commu-
nity listening behavior and relevance feedback to suggested
songs.

3 Concept

PublicDJ ’s concept is to allow every interested visitor
of a public space, to bring her own music collection
along on a network enabled device, and take part in
the selection process of music that is going to be played
at this place.

The DJ is responsible for selecting and mixing songs
in order to create a certain kind of atmosphere in a
public space. Making this decision process a complete
democratic one without any kind of control may lead
to inadequate abrupt changes in music style and there-
fore circumventing the creation of an atmosphere at
all. The music style could also be developing into a di-
rection undesired for a certain place or time [5]. These
requirements have to be considered for the successful
design of a system, that strives for the goal of involving
diverse people, while simultaneausly creating a certain
kind of atmosphere.

3.1 Game Principle

The game principle of PublicDJ is a round based mul-
tiplayer game. With the start of each new round users
are requested to submit songs to a server that they
want to hear, and in their opinion fit a given criteria.
The length of a round is determined by the current
song playing. After analyzing the received submissions
the server determines the best matching song, with re-
spect to the given criteria and the actual song played.
The best matching song will be started as soon as a
new round is initiated.

Basically, the criterias that have to be fulfilled by
submissons are extendable in any way a feature ex-
traction technology exists. The boundaries for low-
level features are the computational load for extrac-
tion, which has to be performed within a round’s du-
ration (i.e., time left of the actual song played, after
transmission to the server). For high-level features the
requirement is their presence, which is often not given.

3.2 Game Round

As depicted in Fig. 1 a round can be divided into
phases. Songs are submitted and analyzed afterwards.
The extracted feature attributes are normalized, dis-
tances are calculated, and the respective best match-
ing song is selected. Those phases are not visible to
users. They can start submitting their selection any-
time during the round. If the submission can not be
finished during the round, it is canceled and the user
is suggested to re-submit her selected song in the next
round. Same is valid for the analysis. If a song can not
be analyzed totally till the end of the round, the anal-
ysis is canceled and the submission is not considered
in the selection process. This explains the demand for

- 2 -
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Figure 1: Game round  with submitted songs by
user 1 to m runnning from T till T1. Submission m
would be ignored, as the analysis is not finished before
round end.

estimated time amount calculations on the server for
each and every transmission and analysis.

3.3 Song selection criterias

The song selection criterias we tackled for this proof-of-
concept, are (1) a simple enqueue mechanism, (2) low-
level-, and (3) high-level metadata criterias. In case of
the simple enqueue mode (1) all songs submitted by
clients are enqueued at the server for playback without
any processing. The extracted low-level metadata (2)
allows an estimation of perceived similarity between
songs. Similiarity in context of the features used can
be defined as timbre and rhythm related. High-level
metadata (3) allows the comparison of songs regarding,
for example, artist, year of creation, or even artwork, if
the corresponding feature extraction is able to process
images.

Low-level metadata For low-level metadata based se-
lection criterias we used features described in [7].
Those features are established and well performing de-
scriptors for song similarity, as evaluated in the Mu-
sic Information Retrieval (MIR) community in recent
years.

Rhythm Patterns are a time invariant descriptor,
which contains the amplitude of modulation for the 24
critical frequency bands, with respect to modulation
frequencies. Basically it is extracted by transforming
the audio signal with a Fast Fourier Transformation
(FFT) into the frequency domain and process the re-
sult in psychoacoustically motivated stages (e.g., fre-
quency grouping, loudness leveling, loudness sensation
per band). Finally applying a second FFT stage re-
sults in the time invariant modulation amplitude in-
formation.

The Statistical Spectrum Descriptor is a feature
vector consisting of seven statistical moments (mean,

median, variance, skewness, kurtosis, min- and max-
value) for the 24 critical bands. The descriptor cap-
tures the frequency characteristics in terms of statis-
tical information about the audio signal, after trans-
forming it into the frequency domain by a FFT and
applying frequency grouping into the Bark scale, re-
sulting in a feature vector of 168 elements.

The Rhythm Histogram features gather information
about the distribution of magnitudes of modulation fre-
quencies in 60 bins summed up for all 24 critical bands.
Modulation frequencies are captured in a range from
0 to 10 Hz, segments processed are of 6 sec. duration.
This algorithm produces a feature vector with 60 el-
ements, describing “rhythmic energy” per modulation
frequency bin.

High-level metadata As we assumed MP3 as the most
common audio format for personal music libraries, a
metadata extractor for ID3 tags [9] was implemented.
ID3 tags are embedded in the MP3 file format, and,
if present, can contain annotated song metadata, for
example artist name, track title, year of creation, or
artwork in terms of an image. The main issue with
high-level metadata is, that there is no guarantee in a
real world setting for the presence of the information
required for song comparison. In case of missing in-
formation the metadata extractor has to consider the
submitted song as dissimilar.

4 Prototype

The implementation of PublicDJ was done in Java,
because it is a platform supported not only by per-
sonal computers, but by mobile devices (e.g., mobile
phones, PDAs) as well. Communication between the
components of PublicDJ is realized using Java’s Re-
mote Method Invocation (RMI) interface. The client
implementation conforms to IBMs J9 Java Virtual Ma-
chine (JVM) to run on a variety of PDAs.

4.1 rchitecture

The main component of the system is a central server,
responsible for controlling the game logic, audio play-
back, estimating remaining time amounts for transfers
and analyses, storing received analysis values, rudi-
mentary display of game stats, and communication
between the dierent parts of the systems. Login
and connection status of clients are monitored by the
server. Incoming song submissions are received and
delegated, in respect to load balancing, to the anal-
ysis server ’s connected. Externalising the feature ex-
traction in arbitrarily instantiations of analysis servers
ensures scalability. Those extract, in dependency of
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Figure 1: Game round  with submitted songs by
user 1 to m runnning from T till T1. Submission m
would be ignored, as the analysis is not finished before
round end.
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if present, can contain annotated song metadata, for
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high-level metadata is, that there is no guarantee in a
real world setting for the presence of the information
required for song comparison. In case of missing in-
formation the metadata extractor has to consider the
submitted song as dissimilar.
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The implementation of PublicDJ was done in Java,
because it is a platform supported not only by per-
sonal computers, but by mobile devices (e.g., mobile
phones, PDAs) as well. Communication between the
components of PublicDJ is realized using Java’s Re-
mote Method Invocation (RMI) interface. The client
implementation conforms to IBMs J9 Java Virtual Ma-
chine (JVM) to run on a variety of PDAs.
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The main component of the system is a central server,
responsible for controlling the game logic, audio play-
back, estimating remaining time amounts for transfers
and analyses, storing received analysis values, rudi-
mentary display of game stats, and communication
between the dierent parts of the systems. Login
and connection status of clients are monitored by the
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traction in arbitrarily instantiations of analysis servers
ensures scalability. Those extract, in dependency of
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selected criterias, the regarding metadata. The ad-
ministration and client applications are basically the
same and allow login and song submission to the sys-
tem. The administration application furthermore al-
lows to adjust server settings remotely regarding the
condition, that song submissions have to try to fulfill
to be selected as the best matching one for the suc-
ceeding round.

5 Future Work

We understand this first prototypical implementation
of PublicDJ as a proof-of-concept. The most impor-
tant aspects we want to implement in the next devel-
opment steps are the following tasks. (1) Adapting the
client interface to an applet or web application, to re-
move the barrier of requiring the setup of a software
component on the client devices. (2) Extend the server
with automatic playlist generation capabilities, thereby
turning it into an competitor comparable with human
users. Depending on this playlist generation algorithm,
the server can also gain the possibility to aect the de-
velopment of the sequence songs are played over time,
and provide a certain amount of control to avoid pos-
sibly undesired music styles. (3) Finally, we would like
to perform a field test of PublicDJ and observe users
interacting and using the system, to conclude further
improvements and ideas.

6 Conclusion

In this paper we introduced our collaborative music
selecting approach – PublicDJ – for public spaces.
It allows to submit songs from network enabled au-
dio playback devices for automated relevance evaluated
music selection. By making use of various ways of au-
dio metadata extraction, best matching songs for given
criterias are determined and selected for playback. The
application depicts an interactive system, turning pas-
sive listeners into active music selecting protagonists in
public spaces.
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Abstract. This document looks generally at
the application of synthetic audio to video games and
presents some experimental results and analysis from
research in generating efficient synthetic sound for vir-
tual worlds. Dynamic sound effects for real-time use
in game worlds require far more careful thought to de-
sign than brute force methods employed where sound
is computed prior to delivery, not just in terms of static
computational cost, but in how they are structured and
behave when parametrised by world events. To make
synthetic audio a possibility for the next generation of
game audio compromises must be found that satisfy
several conflicting variables. Examples are presented
that demonstrate cost effective approximations based
on key physical parameters and psychoacoustic cues,
what can be called ”Practical synthetic sound design”.

1 Why the move towards synthetic sound?
Some may argue that synthetic audio has always been
a solution looking for a problem, that synthesisers were
just fashionable musical toys in the 1980s. Now a real
problem has arrived. That problem is how to provide
the colossal amounts of content required to populate
virtual worlds for modern video games. While graph-
ics technology has received an enormous investment
of money and attention sound, despite claims in de-
fence of the games industry [2], is still in the dark ages
in terms of technology. The reasons for a reluctance
to embrace progressive technologies deserves an entire
study by itself, which I will address elsewhere.

1.1 Generating content
Anecdotally, it seems as of Autumn 2007 many direc-
tors and project leaders in game development are real-
ising it is challenging to generate sufficient content to
populate worlds even with a full-time team of sound
designers. The size of games worlds and the number of
objects will continue growing. One solution for mas-
sively multi-player worlds such as ”Second Life” is to
rely on user generated content. Disadvantages to this,
are unreliability, inconsistency and lack of appropri-
ate control. In any case it is desirable to have de-
fault sounds for most classes that are overridden by

user content. Massively single-player models such as
”Spore” rely on procedurally generated content. There
are important differences between procedural content
and synthetic content which are subtle, and will be dis-
cussed later, but essentially synthetic audio is an exten-
sion of the ”massively single-player” approach applied
to the general case of virtual world sounds.

Growth The mapping between objects and their vi-
sual manifestation is one to one. Although many in-
stances of a particular object may be created, for each
instance there is one mesh and one set of textures that
defines its appearance. Regardless of the distance from
which it is viewed or the lighting conditions the same
data is used to represent an object. By contrast, sound
is an interactive phenomenon, so there is not a fixed
number of sounds belonging to one object. If you like,
the number of ”object views” is greater than for visual
appearance.

Relationships If we take the entity relationship ”col-
lides” to be unique per object pair then the growth
is factorial. Of course this is overkill, for the ma-
jority of relationships such as hammer->hits->bell

or anvil->hits->bell are indistinguishable. But the
number of realistic couplings that lead to distinguish-
able excitation methods and consequent sound pat-
terns is still large. An object may by struck in a
glancing fashion or impacted by a body that remains in
contact, it can be scraped to cause frictional excitation,
blown to excite an air cavity or shaken by a nearby cou-
pled source into resonance. These things can happen
in air or underwater affecting the speed of sound in the
medium, or while the object, observer or propagation
medium is in motion causing Doppler effects. Addi-
tionally, any sound object may be parametrised by a
set of continuous physical variables far more extensive
than the small number of vectors defining appearance.

Combinations Consider for example the case of foot-
steps in traditional game sound design. Conservatively
we might have 20 surface textures such as wood, metal,
gravel, sand, concrete and so forth. We must multi-
ply this by the number of characters that have unique
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footwear, perhaps 3 or 4, and again by several distinct
speeds of movement since a footstep sound is different
when the player creeps, walks or runs. We might also
like to factor in the weight of the player according to
personal inventory, and maybe adapt the footsteps to
reflect the work done ascending or walking on a level
surface. Taken as discrete states this matrix of possible
sounds quickly grows to the point where it is difficult
to satisfy using sample data. Difficulties arise with
consistency of level and quality as the data set grows.
We get to the point where processing is better deferred
until performance (play) where continuous rather than
discrete control is possible.

Access A further problem arises with the length of
play and arrangement of the audio data pool. Some
adventure games may extend beyond 40 hours of play.
”Heavenly Sword”, a recent PS3 title boasts over 10GB
of audio data. 10GB of data requires careful memory
management, placing data at reasonable load points
and forcing the flow of play to be over-structured. This
moves us towards a linear narrative more like a film
than a truly random-access ”anything can happen” vir-
tual world. From many points of view we are approach-
ing a situation where it may not be possible to continue
extending game audio content within the data model,
even with advanced storage like Blu-Ray or HDVD.
The storage requirements are dwarfed by data man-
agement requirements.

1.2 Parametrising content
Some variations of sound, traditionally handled by
blending loops of given states, are hard to recreate with
the data model. Composite objects such as an vehicle
engine or other machines may have many sounds that
are ascribed to the same source depending on continu-
ously variable parameters rather than events or states.
The sounds of an engine starting, accelerating, stalling
or misfiring are all different, yet come from the same
source. The sound of an engine close to the cylinder
block, inside the vehicle, at the rear close to the ex-
haust, or the sound of a distant vehicle speeding away
are all different manifestations of the same object. To
maintain a continuous relationship between all these
positions and states while keeping the components syn-
chronous for blending is difficult. Techniques devel-
oped for manipulating sample loops [10] are very poor
in comparison to synthetic methods and since this has
been a recurring complaint from players and develop-
ers alike we are keen to encourage developers to look
at embedding code for vehicle engine synthesis.

Dynamic and varied content ”Dynamic” in this case
does not refer to the range of loudness but to the ability

to reconfigure the DSP during performance, for exam-
ple to dynamically alter a filter as an object moves
around. Sample data intrinsically lacks dynamics, it is
a fixed recording of a sound. Research has been con-
ducted and articles written [15] on avoiding too much
similarity when using sample data. Many of these
amount to introducing random playback points, replay
speeds and filter settings. These can really only be
seen as temporary remedies or tricks. A major strength
of synthetic sound is introducing variations that mean
no two sounds from the same event need ever be ex-
actly the same. This is an inbuilt feature of subtractive
methods that use noise as the basis waveforms. No two
examples of the same impact using a noisy excitation
and material formant approach will ever have exactly
the same time domain waveform. Although the differ-
ences may be extremely subtle, or even immeasurable
by spectral analysis, the brain has a peculiar ability to
recognise that these sources have some ”live” quality
compared to exactly the same waveform replayed over
and over using sample data. Although I have no hard
experimental evidence to support the claim it seems
they are less fatiguing. Sometimes it is desirable to in-
troduce subtle variation into sound events that are very
similar but distinguished by a continuous variable. An
example is a dropped ball which sounds very slightly
different on each bounce as it loses kinetic energy to
entropy. Some objects like bells and tubes create dif-
ferent sounds depending on their state. A tube that
is already vibrating and is then struck in a different
location incorporates the new excitation into its vibra-
tion pattern to make a different sound than if it were
struck while at rest. This is mentioned later where we
consider the advantages of waveguide models, though
I would like to note here that it is not possible with
sample data because superposition cannot reproduce
it.

2 Synthesis Methods

Traditional approaches to synthesis tend to focus on
one method and attempt to use it universally. Here I
am concerned with efficient results rather than an at-
tempt to explore the theoretic limits of any particular
method. Theoretically the range of timbres obtainable
from each method is equivalent, but in reality there
are boundary conditions that limit each to a practical
range. For example, additive and subtractive methods
are complementary, each containing a special case that
is extremely expensive in one method while trivial in
the other. The practical approach is to use DSP built
from hybrid methods, to use all the tools in the box.
That means not being limited to spectral, physical, or
time domain waveform modelling, but rather to use
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each as it is appropriate. Physical and psychoacoustic
interpretations are also very important. They repre-
sent the end points in a synthetic facsimile, the cause
or production mechanism is rooted in physics, while
the effect is psychological and perceptual. Many solu-
tions in practical synthesis involve some kind of ”trick”
or efficiency. Some of these are undocumented, but the
majority are taken and used creatively from literature
on psychoacoustics [12].

2.1 Synthesis Implementation
Our synthesis methods are developed in Puredata.
While dataflow systems cannot express all idioms re-
quired to make any kind of DSP, for example it lacks
recursion and effective sample accuracy to implement
IIR filters, it is extremely productive, easy to to work
with and covers 90 percent of requirements for syn-
thetic sound design. Because games developers have
never adopted such a thing as a real ”sound engine”
(meaning a system capable of executing arbitrary DSP
graphs), it is currently necessary to rewrite code us-
ing Faust [17], STK [4] or hand craft the prototypes in
C/C++. Hopefully tool-chain improvements will soon
make it possible to write synthetic sound objects di-
rectly in dataflow for execution on game consoles. Nev-
ertheless, current design approaches must look ahead
as if such a path were already available, so many pro-
gramming techniques are used in anticipation of real-
time client-side execution. At all stages efficiency is
paramount. One constraint is to avoid the use of mem-
ory operations as much as possible. Wherever possible
an efficient computational solution is preferred to one
involving a lookup table. Most algorithms start with
one or more phasor blocks, an accumulator from which
other periodic functions can be derived. Sinusoidal and
cosinusoidal functions are efficiently calculated using a
truncated Taylor series approximation, or a reflected
4 term parabolic approximation. Noise is obtained by
linear congruential pseudo-random generation. Wave-
shaping operations such as Chebyshev tables can in
many cases be substituted by polynomial expansions
limited in range to the areas we are interested in. The
reason for avoiding memory table structures is to facil-
itate future execution with parallel threads across mul-
tiple processors where it is easier to manage numerical
code expressed in a purely procedural way without ref-
erence to shared resources. Simple FM and AM meth-
ods that do not require ”musical accuracy” are quite
effective for sound effect design. As given by Arfib and
LeBrun there is an equivalence between FM and other
non-linear methods. Hybrid non-linear synthesis meth-
ods that can be interpreted partly as waveshaping and
partly as modulation are attractive because they can
yield natural spectral evolution with great efficiency.

The disadvantage of these is that they must often be
designed specifically for a narrow class of sound ob-
jects, such as pipes, metal sheets, strings and so forth,
and are not easily programmable as general purpose
sources.

2.2 Physical Modelling
The disadvantage of waveguide methods [5] is their re-
quirement for memory in the form of circular buffers
for propagation delays and resonators. Mass-spring-
damper networks are efficient in terms of element cost
but require an extremely large number of elements to
approximate realistic sounds. Again, a practical com-
promise is to combine waveguide or MSD methods with
non-linear ones to construct hybrid structures which
take the best of both approaches while offering effi-
ciency. A waveguide tapped at critical points or MSD
oscillator comprising a small number of elements may
be substituted as the primary oscillator in a hybrid
system to add ”statefullness ”, by which the sound
of an object depends on its previous level of excite-
ment. This works well for struck tubes and bells and
”dropped” sounds where objects undergo a large num-
ber of collisions at different points on the body within
a short time interval during bouncing or rolling.

2.3 Granular approximation
Granular synthesis is appropriate for a class of sounds
that are heterogeneous extents. Examples are water,
waves on the seashore, rain and crowds of people. In
the case of crowds, one example investigated is ap-
plause. Individual clapping is easily synthesised by
carefully filtered noise bursts. Difficulties arise when
combining a large number of these. Statistical analysis
of density [14] can help with getting correct sounding
results but it is hard in practice to achieve a consis-
tent and realistic composition from summing individ-
ual claps efficiently. It was found that beyond a certain
density, about 20 claps per second, blending in gran-
ular noise with the correct spectrum in order to blur
the composite effect gave great results at low cost.

2.4 Dynamic DSP graph construction
An interesting advantage of the dataflow system given
by Pd is that instead of sending entire synthesisers as
sound objects to the client we can build new ones at a
low background cost by sending instructions to insert
and connect new atomic objects. This is a big advan-
tage over the previously proposed MPEG4.SA mecha-
nism for delivering synthetic sound to a remote client.
Instead of sending unit generators or entire synthesis-
ers we send procedural ”code to build code”. Unfor-
tunately it isn’t yet possible to do this on a ’live’ pro-
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cess. Ideally we would like to be able to construct
DSP chains dynamically, adding in unit generators or
new abstractions and crossfading these into the run-
ning sound once stable. Unfortunately a current lim-
itation of Pd, which is built on a doubly linked list
datastructure, is its requirement to rebuild the entire
DSP graph when new units are inserted which causes
clicks and audio dropouts. Some thought is presently
being given to this problem by Pd developers.

2.5 Voice management

The ability to abstract DSP operations and instanti-
ate parallel or cascade forms in a single operation is
powerful. Supercollider and Fausts DSP algebra are
both able to do this but neither replaces Puredata for
efficient real-time execution, the latter being an in-
termediate stage for producing compilable C++ code.
While it currently has some shortcomings Barknechts
[nqpoly4] unit is a powerful device for achieving sim-
ple parallel voicing for granular synthesis. Techniques
borrowed from music technology are quite appropriate
for most sound effects, which are either sustained or
one-shot decaying patterns. DSP code may be turned
off and deallocated once a sound has decayed beyond
a threshold value. Polyphony of can be handled by
voice stealing from least active or quietest instances,
or simply allocated round-robin from a fixed pool.

2.6 Dynamic level of detail

We wish for sounds to grow or diminish in detail with
proximity, atmospheric damping and occlusion as the
player or objects move around. In traditional game au-
dio technology such as the FMOD engine, simple at-
tenuation or low pass filtering is applied as a function
of distance. Synthetic sound wins out over data driven
sound as we approach the condition of large scale sound
scenes, between 100 and 1000 concurrent sources. Sam-
pled data retains a fixed cost per source, but the den-
sity of a typical scene has a limit, both in the practical-
ities of accurate summation and the psychoacoutics of
superposition. At around 100 signal sources the effect
of contributory sampled signals for their cost dimin-
ishes. On the other hand a synthetic solution can offer
variable cost per source. An example of this is breaking
glass where we model each fragment as it falls onto the
ground. A synthetic method can produce very realis-
tic results and still retain a high degree of audio visual
correlation by replacing the peripheral fragments with
single sine or noise granules while providing a high level
of detail for fragments that fall close to the player.

3 Examples
I have scores of examples of efficient real-time exe-
cutable sound effects at various stages of development.
Some of the more advanced synthetic sound objects
in development include animals such as birds (from
[16], [13], [11], [7]) and mammals, weather features
such as rain and thunder (from [9]), or particular ma-
chines such as cars or aeroplanes. Most of these have
specific features which are too detailed to discuss here
and I am constantly exploring innovative new ways to
parametrise them according to more detailed physical
interpretations. The five examples below are given be-
cause they illustrate one or more general features that
are common to other models or general principles that
have emerged during research.

3.1 Material and structure
Once class of sounds accounting for the vast majority
of incidental audio in any scene is excitations of fixed
structures. Dropped objects, bullet impacts, doors
closing and so forth. Noisy impulses applied to net-
works of parallel and cascade filters may be used to
approximate the static formants of almost all common
materials. In thinking about how to synthesise materi-
als generally it is necessary to consider the propagation
of energy within it. Ideally large MSD networks would
be used, but these are too expensive so we need to em-
ploy less expensive filters with data from spectral anal-
ysis and some heuristics. There is some correlation be-
tween bulk modulus, density and damping. The exact
damping of a material is not easy to predict from it’s
chemical composition, it also requires knowledge of the
microstructural composition. For example, wood and
cardboard are both cellulose fibres but have different
densities and arrangements of material. Textbooks of
physical and material constants are helpful in picking
numbers, but occasionally it is necessary to just exper-
iment with real materials and a spectrograph. Sound
file 1 gives metal plate, card, wood, glass and metal
formant modelling examples.

Propagation and damping Energy is reflected more in
elastic materials such as glass than in wood, with met-
als lying somewhere between. Data has been taken
from uniform excitation of plastic, cardboard, wood,
china, metal and glass with equal geometry in order to
create cheap filters that approximate these materials.
Of course it is not possible to separate geometry, and
eigenmodes of propagation, from the absolute frequen-
cies found in any sample. What matters is the ratios
of each frequency and the ratios of decay which are

1http://www.obiwannabe.co.uk/sounds/effect-
pmimpacts.mp3
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set by filter resonance. To a certain degree these sim-
ple formant filters can then be scaled to account for
larger bodies of the material. Formant filters of this
kind may be used as coupling materials to construct
composite objects. An common example from musical
instrument literature is to insert a virtual bridge be-
tween the string and sounding board of a violin, but
this technique can be used generally to create many
sound effects by considering the physical construction
of an object.

Telephone The example given is a telephone bell2.
What makes this sound effect work more than anything
else is the crude approximation to ”bakelite”, a ther-
mosetting resin used to construct old style telephones.
The bells alone, which are additive models, sound rea-
sonably good, but the sound comes alive when we add
a short noise burst to approximate the solenoid arma-
ture coupled to the body of the telephone. Compos-
ing sound by thinking about the physical coupling of
materials leads to coherence. The second example is a
creaky door3 which comprises two parts. The first part
is a squeaky hinge and the second part is the slam of
the door in its frame. In reality the hinge is attached to
the door, so it makes a sound that is strongly affected
by the properties of the door not just the hinge. By
making the squeaky hinge resonate through the same
filter as used for the door we bind these sounds into
something that is recognised as the same object.

3.2 Fire

Fire is great example used to demonstrate dynamic
level of detail4. The full model itself comprises a com-
ponent analysis of the physical processes during com-
bustion of wood. Different models are used for gas and
liquid fires, but the ”bonfire” example covers all of the
properties we are interested in. It is an example of
a heterogeneous or composite sound, comprising many
different sources that together create the desired effect.
These, (with the common English word used for the
sound in parentheses) are, fragmentation of fuel (crack-
ling), outgassing of water vapour and other gaseous
phase compounds (hissing), aerial conflagration of par-
ticles (fizzing), turbulence at the gas combustion front
(roaring), settling of fuel (clattering), quasi-periodic re-
laxation oscillation during outgassing (whining), and
low frequency air induction (woofing). In addition
we may consider some more processes such as stress

2http://www.obiwannabe.co.uk/sounds/effect-
oldphonebell.mp3

3http://www.obiwannabe.co.uk/sounds/effect-
doorcreak1.mp3

4http://www.obiwannabe.co.uk/sounds/effect-fire.mp3

caused by thermal expansion of fuel and nearby ob-
jects (groaning) and boiling of liquid phase components
(sizzling, bubbling). Each of these components may be
approximated with its own unit generator, the details
of which are too complex to consider here, but the
essential feature is that they are causally linked and
blend in a particular way according to the intensity of
the fire and the distance of the observer from it. The
example shows a simplified model of fire that would
be used at a medium level of detail. It contains the
hissing, roaring and crackling elements.

3.3 Wind

Wind is an example of implicit production. Wind
makes no sound at all, it is other objects in the path of
moving air flow that make the sound of wind. There-
fore every object in a scene has the potential to make a
sound caused by turbulent flow around it. This would
be impractical in a real scenario and raises the inter-
esting question of how to limit objects that have uni-
versal implicit production methods. The boolean qual-
ifier ”Can” might be applied to objects that Can_Burn,
or Can_Fragment. They represents a threshold qual-
ifier that is evaluated before investigating any degree
of combustibility, fragmentation or ability to howl in
the wind. Objects that Can_Howl might be telephone
poles and wires, rough surfaces of brickwork or large
rocks. So wind is a distributed extent that emits from
many objects in the location of the player. The key
to a good wind sound is to model this parallelism, of-
ten with just 4 or 5 sources within a certain radius of
the player. Wind sounds themselves 5 are extremely
simple, band-passed noise with a fair degree of res-
onance and a center frequency that maps to the air
velocity. Narrow objects like wires tend to emit higher
and more resonant sounds, they whistle. Large irregu-
lar objects like rocks form the unfocused rushing sound
of the wind. The psychoacoustic trick to really nice
wind is to recognise that although each emitter moves
in parallel there is a non-trivial propagation time as
the wind moves across the scene. If the wind direction
is left to right then a slight delay in the rise and fall of
sources on the right side relative to the ones on the left
produces the correct effect. This is achieved by simply
low pass filtering the control signal.

3.4 Water

Flowing water is a homogeneous extent, being com-
posed of many asynchronous sources that approximate
to a rising sine wave distributed across a surface. These

5http://www.obiwannabe.co.uk/sounds/effect-
wind2.mp3
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are the result of air resonating in small cavities pro-
duced as the surface is disturbed. The body of water
itself imparts some resonance to the sound and indi-
cates depth. The density of the sine wave components
is a good indicator of speed of flow. We can approx-
imate most bodies of flowing water with three vari-
ables, depth, speed of flow and impedance. The last
of these is a measure of how much obstruction the liq-
uid encounters causing irregular movement and cavi-
ties. There are several interesting ways of synthesising
water such as subverting noise reduction algorithms,
taking the FFT of noise and thresholding out all but
a few of the mid range components before resynthesis-
ing with an inverse FFT. A less expensive way is to
employ an additive/granular method which composits
many small bursts containing a rising sine wave. The
example given 6 is an efficient algorithm developed by
trial and error that takes the positive part of the first
difference of low pass filtered noise and uses it as a
frequency modulator for a sine oscillator.

3.5 Footsteps
This is an example which demonstrates the range of
real-time parametrisation possible 7. It is based on
an analysis of bipedal movement. Actor speed and
weight are combined with a footprint pattern to ob-
tain a ground response force (GRF) which approxi-
mates the pressure at each stage of a step. There
are three parts for each step, one for the ball of the
foot, one for the heel, and one for the outstep. On
each step the weight is transferred from the heel to the
ball in a pattern that depends on whether the actor
is accelerating or slowing down, moving uphill or on
the level, because different amounts of work are done
in different parts of the foot [3], [6]. As the player
moves between different speeds the phase relationship
of six parts, three on each foot, changes. Running in-
volves a quite different sequence than creeping. The
former maximises locomotion, the latter, which is a
feature of predators, minimises the change in GRF for
stealth. Walking is a compromise that trades off ef-
ficient locomotion against energy expenditure [8], [1].
These control cycles have been modeled using polyno-
mial approximations of the GRF curves and fed to a
simple granular synthesiser that gives reasonable dirt
and gravel surface textures. With a set of synthesisers
appropriate for different surface textures this arrange-
ment can replace many megabytes of sample data with
a few kilobytes of code while giving subjectively supe-
rior results.

6http://www.obiwannabe.co.uk/sounds/effect-
water1.mp3

7http://www.obiwannabe.co.uk/sounds/effect-
footsteps-gravel.mp3

3.6 Machines

Some machine sounds are ambient keypoints, from the
players point of view they are always running and al-
ways have been running. Noises such as fans, ven-
tilation blowers, refrigerators and generators are part
of the furniture in a world level to add a background
ambiance. In the simplest interactive case a machine,
weapon or tool always has at least one event hook to
”activate”. This is usually a boolean toggle and im-
plies deactivate. This immediately adds three other
considerations, a switch sound to activate/deactivate,
and start and stop versions of the continuous running
sound. It implies a transition between the two states,
one for starting up and one for stopping. Machines
that have higher degrees of control may require several
continuous variables, and of course these are unique
to the object in question and can’t be discussed here
generally. At least one will usually be some kind of
speed/intensity control. When speed or intensity of
a variable change there is often a secondary effect,
for example a machine acts differently under changing
load while the motor spins up than it does at a con-
stant work rate, so we often derive |dV/dt| as an auto-
matic continuous variable. The more interesting class
of machines are mechanical, because we can consider
real physics. Electronic machines are entirely from the
realm of fantasy and can have arbitrary sounds. It’s
worth noting that all machine sounds are a result of
inefficiency and friction. Perfect machines would make
no noise at all in theory.

Propeller Fans and propellers are modelled by a vari-
able slope pulse wave modulating a resonant filter and
short delay 8. Sound emits from the blades as turbu-
lence noise and is modulated in frequency by Doppler
effect from the fast moving edges. Where the listener
is perpendicular to the plane of rotation a more even
sound is heard, but as the blade edge reaches a rota-
tional velocity of 340m/s a chopping/snapping sound
is heard where the listener is in the plane of rotation.
The apparent position of the listener can be changed
by altering the attack slope of the pulse wave. This is
good for helicopter sounds or aircraft that move past
the listener.

Electric motors Motors are modelled by considering
their design, generally the brush and commutator type
which give a high pitched whining sound 9. Some
sparking, which is modelled by chirp impulses can be

8http://www.obiwannabe.co.uk/sounds/effect-
propellers2.mp3

9http://www.obiwannabe.co.uk/sounds/effect-
robotmotors.mp3
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added for good effect. One of the strongest characters
that affects a motor sound is the resonance of the hous-
ing and how it is mounted to a support. If a motor is in
a metal housing we use formant filters of short waveg-
uides to simulate the body resonance. A particular
subversion of FM is very helpful here, by modulating
the carrier and keeping the modulator fixed in a simple
FM block we can simulate the effect where the body
resonates at certain speeds. This is very effective for
starting and stopping sounds.

Switches Levers, switches, solenoids and relays are
all impact or friction excitations that can be broken
down into a simple series of clicks and resonances. The
fourth power of a line segment is usually good enough
as an exciter pulse to an allpass network or formant
filter built according to the materials involved. Ratch-
ets and cogs are simulated by repeating the excitation
in a regular way. Again, the greatest influence on the
sound is not that of the switch components themselves,
but the surface it is mounted on. A lever mounted on
a wooden board makes a clunk that is dominated by
the resonance of the wooden panel. The example given
demonstrates an alarm clock built from a synchronous
arrangement of contributory clicks that have a common
resonant body 10.

Mechanical assemblies Other components are mod-
elled on a case by case basis. Virtual gears, belt drives,
and reciprocating or pendulum mechanisms have all
been created as the components of man made mechan-
ical devices. The trick is to design each as a syn-
chronous component so that they can be plugged to-
gether to create more complex machine sounds. It is
easy to give a synchronous component its own clock
source to make it asynchronous, but not the other
way about. The example given is from the ”Machine-
Machine” 11, an early version of a general purpose mo-
torised device. It features a fan, noise source, gearbox
and switching sounds as well as an overdriven pipe res-
onance model to simulate petrol engine exhaust.

4 Conclusions
Efficient synthetic methods for game audio have been
demonstrated. No single synthetic method solves all
required cases and a mixture of approaches is required.
Issues like dynamic level of detail and cost manage-
ment have been examined and some approaches of-
fered. Much of the groundwork for specific elements

10http://www.obiwannabe.co.uk/sounds/effect-
alarmclock.mp3

11http://www.obiwannabe.co.uk/sounds/effect-
machines6.mp3

has already been done by researchers working on audio
synthesis. It has been built upon here and will continue
to be improved by the next generation of synthetic
sound designers. Like the field of computer graphics
the realism of synthesised audio will improve dramati-
cally once a serious investment is made in the technol-
ogy. With the appearance of multi-core processors the
deployment of synthetic audio in games is no longer
limited by resources. Programming problems such as
making good use of parallelism, managing a highly dy-
namic DSP graph in an environment with variable re-
sources, and automatically generating filter coefficients
from geometry eigenvalues still exist. Larger scale soft-
ware engineering issues allowing producers and design-
ers to work on sound objects ”in world” with appro-
priate tools should be a priority for practical use. A
reasonable and measured approach to commercial de-
ployment is to incrementally introduce the technology
alongside existing methods.

4.1 Future directions

I believe this is a unique project which attempts to
bring together the work of many researchers and add
new insights. The aim is to provide the full range of
synthetic sounds necessary for a complete video game
and control strategies to manage them. This will take
interactive sound far beyond the possibilities of cur-
rently used sample data. More work must be done
to make effective demonstrations, starting with small
games projects where the audio can be complemented
with synthesis. The final goal of hearing a real-time
generated fully synthetic game audio soundtrack using
a proper ”sound engine” is some way off. The remain-
der is advocacy and biding time for the opportunity to
assemble a team capable of attacking this task. The
next stage is to take this work in-house and evaluate
the ability of sound designers to work with the concept
of automatic generation, and using dataflow tools to
construct sound objects with dynamic methods.
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Abstract. Large music collections afford the listener flexibility in the form of choice, which enables the listener to choose the 
appropriate piece of music to enhance or complement their listening scenario on-demand. However, bundled with such a large music
collection is the daunting task of manually searching through each entry in the collection to find the appropriate song required by the 
listener. This often leaves the listener frustrated when trying to select songs from a large music collection. In this paper, an overview 
of existing methods for automatically generating a playlist is discussed. This discussion outlines advantages and disadvantages
associated with such implementations. 

The paper then highlights the need for contextual and environmental information, which ultimately defines the listener’s listening 
scenario. Environmental features, such as location, activity, temperature, lighting and weather have great potential as meta-data. 
Here, the key processes of a basic system are outlined, in which the extracted music features and captured contextual data are 
analysed to create a personalised automatic playlist generator for large music collections. 

1. Introduction 
With the aid of cost affordable storage and greater device inter-
connectivity, a listener’s personal music collection is capable of 
growing at an extraordinary rate. When faced with such large 
music collections, listeners can often become frustrated when 
trying to select their music. Hence, it becomes increasingly 
difficult for a listener to find music suited for a particular 
occasion. 
To further the problem of music selection, today’s culture of 
mobile technology enables the listener to transport an entire 
music collection in the pocket. Mobile music players now boast 
of song storage of up to 40,000 songs. As a result, many 
listeners will plan and prepare playlists for mobile activity that 
corresponds to a specific activity or mood, such as travelling and 
exercising. However, according to Suchman [1], plans alone do 
not dictate actions but only provide a framework that individuals 
can use to organise action. This implies that the listener attempts 
to execute previously prepared plans while continuously 
adapting their actions to the environment [2]. This scenario has 
led to a study of context-aware music devices [2] and the 
examination of the role of emotion in music selection. 
This paper discusses a design proposal to further the research 
area of context-aware and emotion-aware music devices. In 
particular, how environmental data may be used to infer a 
listener‘s mood and how such information may integrate into the 
process of automatically generating a music playlist. 

2. Overview of Existing Playlist Methodologies 
This section provides a definition of a playlist and presents 
playlist attributes asscociated with such a definition. The 
automatic playlist generation process is then discused with an 
overview of its major themes. 

2.1. Defining a Playlist 
A playlist may be defined as a finite sequence of songs which is 
played as a complete set. Based upon this definition there are 
three important attributes associated with a playlist. These 

attributes are: 1) the individual songs contained within the 
playlist, 2) the order in which these songs are played and 3) the 
number of songs in the playlist. 
The Individual Songs in the playlist are the very reason for 
generating such a playlist. It is therefore essential that each song 
contained within the playlist satisfies the expectations of the 
listener. These expectations are formed based upon the listener’s 
mood, which in turn is influenced by the environment. 
The Order in which the songs are played provides the playlist 
with a sense of balance which a randomly generated playlist can 
not produce. In addition to balance, an ordered playlist can 
provide a sense of progression such as, a playlist progressing 
from slow to fast or a playlist progressing from loud to soft. 
The Number of Songs in a playlist determines the time duration 
of the playlist. An understanding of the length of a playlist is 
important, as song ordering and song balancing of the playlist is 
unachievable otherwise. 

2.2. Playlist Implementations 
As catagorised by Vossen [3], the current status of research 
involving automatic playlist generation is portrayed under two 
major types of impletmentations. These implementations are 1) 
Recommender Based Playlists and 2) Constraint Based Playlists. 

2.2.1. Recommender-Based Playlists 
A Recommender-Based System estimates the user’s music 
preference from a localised music collection and then generates 
a set of songs based on these estimates from a wider music 
collection. There are two common approaches to implement a 
Recommender-Based System, these are 1) Content-Based 
Learning and 2) Collaborative Filtering. 

Content-Based Learning analyses each song in the music 
collection and then matches songs which have musically similar 
attributes, such as tempo, instrumentation or genre. If a listener 
likes a particular song, usually indicated by the user listening to 
the entire song, then the Content-Based System will recommend 
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process of automatically generating a music playlist. 
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2.1. Defining a Playlist 
A playlist may be defined as a finite sequence of songs which is 
played as a complete set. Based upon this definition there are 
three important attributes associated with a playlist. These 

attributes are: 1) the individual songs contained within the 
playlist, 2) the order in which these songs are played and 3) the 
number of songs in the playlist. 
The Individual Songs in the playlist are the very reason for 
generating such a playlist. It is therefore essential that each song 
contained within the playlist satisfies the expectations of the 
listener. These expectations are formed based upon the listener’s 
mood, which in turn is influenced by the environment. 
The Order in which the songs are played provides the playlist 
with a sense of balance which a randomly generated playlist can 
not produce. In addition to balance, an ordered playlist can 
provide a sense of progression such as, a playlist progressing 
from slow to fast or a playlist progressing from loud to soft. 
The Number of Songs in a playlist determines the time duration 
of the playlist. An understanding of the length of a playlist is 
important, as song ordering and song balancing of the playlist is 
unachievable otherwise. 

2.2. Playlist Implementations 
As catagorised by Vossen [3], the current status of research 
involving automatic playlist generation is portrayed under two 
major types of impletmentations. These implementations are 1) 
Recommender Based Playlists and 2) Constraint Based Playlists. 

2.2.1. Recommender-Based Playlists 
A Recommender-Based System estimates the user’s music 
preference from a localised music collection and then generates 
a set of songs based on these estimates from a wider music 
collection. There are two common approaches to implement a 
Recommender-Based System, these are 1) Content-Based 
Learning and 2) Collaborative Filtering. 

Content-Based Learning analyses each song in the music 
collection and then matches songs which have musically similar 
attributes, such as tempo, instrumentation or genre. If a listener 
likes a particular song, usually indicated by the user listening to 
the entire song, then the Content-Based System will recommend 
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songs that are similar to that song. Figure 1 outlines the 
Content-Based Playlist generation procedure. 
As shown in Figure 1, the user is required to specify a seed song 
and the number of songs required in the playlist. The seed song 
represents the type of music that the listener wants to listen to. 
The system then filters the music collection based on similarity 
to the seed song. A similarity song space is hence created from 
which a playlist is generated. 

Figure 1: The Content-Based Playlist Generation Procedure. 

In a Content-Based System, a significant disadvantage is that 
song order has no meaning since all the songs are similar. This 
may also suggest that the playlist may seem dull due the lack of 
song variation. However, such a system may be useful in 
circumstances where a themed playlist is required. 

Collaborative-Filtering is a community process, as it employs 
a multi-user approach that uses explicit preference to match 
songs to a specific user. The system then expands this set of 
songs by finding another user with a similar taste in music. The 
system then recommends songs from this user back to the 
original user [4]. 
Figure 2 outlines the basic principle of Collaborative-Filtering in 
a Venn diagram. With Collaborative-Filtering, song order is not 
taken into account. However, Collaborative-Filtering does 
provide a varied playlist which may be more interesting to listen 
to when compared to a Content-Based Learning system. 

Figure 2: A Venn Diagram Indicating Collaborative-Filtering. 

From Figure 2, Listener A has a lot in common with Listener B 
in terms of their music collections, compared to Listener C. As a 
result, the Collaborative-Filtering System will recommend songs 
from Listeners B collection to listener A and recommend songs 
from Listeners A collection to listener B. Nothing is 
recommended from Listeners C collection to either Listener A 
or Listener B. The system assumes that since Listener A and 
Listener B have so much music in common that their 
preferences must be the same, i.e. they have the same musical 
taste. Hence, Listener A would enjoy Listener B’s music 
collection and vice-versa. 

2.2.2. Constraint Based Playlist 
In the Constraint-Based approach, song order in the playlist 
becomes a primary focus and hence to date, the only systems 
that consider the three requirements for a playlist, these are 1) 
Songs, 2) Order and 3) Length. This is achieved by forming a 
rule set which defines the song order in a playlist. An overview 
of such a procedure is given in Figure 3. 

Figure 3: Overview of the Constraint-Based Process. 

The rule set provides a set of definitions to which a song must 
adhere to before being selected. An example of a rule set, as 
implemented by Vossen in [3], defines a global rule by the 
requirement that the tempo for each song in the playlist must be 
above a desired value. Other examples of constraint rules 
include, that no two adjacent songs in the playlist can be from 
the same artist or same album. Once the appropriate song is 
found in the music collection it is inserted into the suitable 
playlist location. The system then searches for a song to fit the 
rule set of the next playlist location.  

Based on the previously presented playlist implementations, this 
project is currently investigating the compatability of a 
Constraint-Based approach in its implementation. The 
Constraint-Based approach provides the most flexibility yet 
strict framework for creating an algorithm for automaticlly 
generating a music playlist. 

3. The Need for Contextual/Environment Data 
The selection process is dominently ruled by the emotional state 
and attitude of the individual. Individuals are a function of mood 
[5] and music selection is no different. Therefore, to provide a 
listener with a meaningful personalised automatic playlist 
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generation system, it is ideal for the system to consider the 
listeners mood. Measuring such a parameter directly from the 
listener borders on impossibility. However, with the 
establishment of attitude theory in the 1930’s, strong links have 
been forged between an individuals environment and attitude, 
which in turn defines mood and behaviour [6]. The experience 
of an individual in the outside world reflects how they feel on 
the inside [5]. 
With such strong defined theoritical links between an 
individuals environemnt and their behaviour, it may be possible 
to reduce the need to infer mood from a listener in order to 
create an automatic playlist of songs to suit that mood. Such an 
approach may circumvent problems raised by Tolos et al. in [7], 
such as defining a set of moods that is relatively unabigous, 
widely accepted and useful for the average user. 
It is proposed to design a system that will monitor a listeners 
environment and observe their choices in music selection. 
Analogous to a basic input/output black box system, given the 
inputs (environmental features) and the outputs (the selected 
songs) one is required to reconstruct the transfer process, i.e the 
listeners mood or behaviour, Figure 4. 
.

Figure 4: A black box approach, given the inputs and the 
outputs, one is required to reconstruct the transfer process. 

It should be noted that this process is not equivelent to 
extracting the musical mood or the musical emotional state of a 
composition as implemented by Liu et al. [8]. With the aid of 
music theory, Liu et al. showed with the implementation of an 
algorithm, that a composition may occupy a particular emotional 
space, musically speaking. 
However, each individual listener subjectively interperates the 
emotional or mood space of a composition based on their 
experience. Hence, the same composition is capable of causing a 
diverse array of emotions within the listening community. Such 
an example of this is a composition by Carl Orff titled Carmina 
Burana. A classical enthusiast and non-horror movie viewer 
may recognise and perceive the piece in the appropriate classical 
context it was written in. However, the non-classical lover and 
horror movie fanatic will recognise the piece as the theme tune 
to the horror movie ‘The Omen’. In this case, hearing the music 
piece out of context may induce a sense of fear, uneasiness and 
terror for the listener. This is because the listener only associates 
this theme with horror. 
The long term consistancy and reliability of using envionmental 
data in the selection process of automatic playlist generation is 
founded upon the habitual qualities of human nature. Covey 
explains, that an individual’s action and re-action is pre-
conditioned by their environment [5]. Also, as outlined by 
Ostrom in [6], an individuals attitude, which is a description of 
their behaviour and formed through experience in their 
environemnt, operates to make the individuals world predictable 
and orderly. 

3.1. Choosing Appropriate Environmental Features 
It is required to identify and categorise environmental features 
that may affect a listener’s mood or music selection process. As 
an example of how environmental features can affect mood, an 
investigation into to the effect of lighting on office workers [9] 
discovered that natural lighting reduces stress and promotes a 
general sense of good being compared to artificial lighting. It is 
also suggested that the type of lighting combined with the 
intensity of the artificial light may determine the level of 
negative effects experienced. In addition, it has also been 
documented that the weather appears to influence mood and 
productivity [10]. 
To commence, it is proposed to consider seven environemnetal 
features. These features are 1) Time and Date, 2) Weather, 3) 
Lighting Conditions, 4) Humidity Conditions, 5) Temperature 
Conditions, 6) Noise Conditions and 7) the Listener’s Activity.

3.2. Capturing Environment Data 
A brief outline on how each of the environmental features may 
be captured is given in this chapter. 

3.2.1. Time and Date 
It is possible to capture time and date using the system clock of 
the proposed music player, which is a PC based device. With the 
availability of time and date, it is possible to expand the analysis 
to include day of the week (Monday, Tuesday, .... ), month of 
the year (Janruary, February, .... ), time of the day (morning, 
afternoon, .... ) and season (Winter, Summer, Autumn and 
Spring). 

3.2.2. Weather 
It is proposed to obtain weather data through an available 
METAR service online due to its strict and compact data format. 
METAR data is available from all airports and it is regularly 
updated on a thirty minute schedule. 

3.2.3. Lighting, Temperature, Humidity and Noise Conditions 
With the use of an appropriate sensing device, lighting, 
temperature, humidity and noise conditions can be monitered 
and captured. An array of hardware devices exist to capture such 
parameters. Hardware considerations are discussed further in 
Chapter 5. 

3.2.4. Activity 
It is proposed to determine a listeners activity in two forms, 
these are 1) social scheduling and 2) using an accelerometer. 
Social scheduling is based upon calender events which involves 
taking advantage of predictable behavour such as working 
schedules, travelling schedules, excercising schedules and 
relaxing schedules. Further information on a listener’s activity 
may be captured electronically with the use of an accelerometer, 
such as the E-LIS3L02AS4 from STMICROELECTRONICS. 
An accelerometer is capable of measuring a listener’s physical 
movement, such as walking, running and jumping. 

To summerise, environmental parameters have a significant 
affect on mood and hence influences the music selection 
process. Therefore, environmental features have great potential 
as meta-data to allow the listener greater flexibility when 
searching or accessing a music collection. In addition, 
environmental features may provide a valuable source of 
information for an automatic playlist generation algorithm in the 
generation of playlists to suit a listener’s mood.
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generation system, it is ideal for the system to consider the 
listeners mood. Measuring such a parameter directly from the 
listener borders on impossibility. However, with the 
establishment of attitude theory in the 1930’s, strong links have 
been forged between an individuals environment and attitude, 
which in turn defines mood and behaviour [6]. The experience 
of an individual in the outside world reflects how they feel on 
the inside [5]. 
With such strong defined theoritical links between an 
individuals environemnt and their behaviour, it may be possible 
to reduce the need to infer mood from a listener in order to 
create an automatic playlist of songs to suit that mood. Such an 
approach may circumvent problems raised by Tolos et al. in [7], 
such as defining a set of moods that is relatively unabigous, 
widely accepted and useful for the average user. 
It is proposed to design a system that will monitor a listeners 
environment and observe their choices in music selection. 
Analogous to a basic input/output black box system, given the 
inputs (environmental features) and the outputs (the selected 
songs) one is required to reconstruct the transfer process, i.e the 
listeners mood or behaviour, Figure 4. 
.

Figure 4: A black box approach, given the inputs and the 
outputs, one is required to reconstruct the transfer process. 

It should be noted that this process is not equivelent to 
extracting the musical mood or the musical emotional state of a 
composition as implemented by Liu et al. [8]. With the aid of 
music theory, Liu et al. showed with the implementation of an 
algorithm, that a composition may occupy a particular emotional 
space, musically speaking. 
However, each individual listener subjectively interperates the 
emotional or mood space of a composition based on their 
experience. Hence, the same composition is capable of causing a 
diverse array of emotions within the listening community. Such 
an example of this is a composition by Carl Orff titled Carmina 
Burana. A classical enthusiast and non-horror movie viewer 
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horror movie fanatic will recognise the piece as the theme tune 
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explains, that an individual’s action and re-action is pre-
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Ostrom in [6], an individuals attitude, which is a description of 
their behaviour and formed through experience in their 
environemnt, operates to make the individuals world predictable 
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discovered that natural lighting reduces stress and promotes a 
general sense of good being compared to artificial lighting. It is 
also suggested that the type of lighting combined with the 
intensity of the artificial light may determine the level of 
negative effects experienced. In addition, it has also been 
documented that the weather appears to influence mood and 
productivity [10]. 
To commence, it is proposed to consider seven environemnetal 
features. These features are 1) Time and Date, 2) Weather, 3) 
Lighting Conditions, 4) Humidity Conditions, 5) Temperature 
Conditions, 6) Noise Conditions and 7) the Listener’s Activity.

3.2. Capturing Environment Data 
A brief outline on how each of the environmental features may 
be captured is given in this chapter. 

3.2.1. Time and Date 
It is possible to capture time and date using the system clock of 
the proposed music player, which is a PC based device. With the 
availability of time and date, it is possible to expand the analysis 
to include day of the week (Monday, Tuesday, .... ), month of 
the year (Janruary, February, .... ), time of the day (morning, 
afternoon, .... ) and season (Winter, Summer, Autumn and 
Spring). 

3.2.2. Weather 
It is proposed to obtain weather data through an available 
METAR service online due to its strict and compact data format. 
METAR data is available from all airports and it is regularly 
updated on a thirty minute schedule. 

3.2.3. Lighting, Temperature, Humidity and Noise Conditions 
With the use of an appropriate sensing device, lighting, 
temperature, humidity and noise conditions can be monitered 
and captured. An array of hardware devices exist to capture such 
parameters. Hardware considerations are discussed further in 
Chapter 5. 

3.2.4. Activity 
It is proposed to determine a listeners activity in two forms, 
these are 1) social scheduling and 2) using an accelerometer. 
Social scheduling is based upon calender events which involves 
taking advantage of predictable behavour such as working 
schedules, travelling schedules, excercising schedules and 
relaxing schedules. Further information on a listener’s activity 
may be captured electronically with the use of an accelerometer, 
such as the E-LIS3L02AS4 from STMICROELECTRONICS. 
An accelerometer is capable of measuring a listener’s physical 
movement, such as walking, running and jumping. 

To summerise, environmental parameters have a significant 
affect on mood and hence influences the music selection 
process. Therefore, environmental features have great potential 
as meta-data to allow the listener greater flexibility when 
searching or accessing a music collection. In addition, 
environmental features may provide a valuable source of 
information for an automatic playlist generation algorithm in the 
generation of playlists to suit a listener’s mood.
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4. Integrating Contextual/Environment Data into 
an Automatic Playlist Generation System 

Textual meta-data such as artist’s name, song title and music 
genre were initially the only mechanism a listener had for 
indexing their music collection. However, in recent years, 
musicians and technologists established the research field of 
Music Information Retrieval (MIR). One of the principle 
achievements of MIR was to extend the available meta-data to 
include musical features extracted directly from acoustic signals. 
These musical features include tempo, key and timbre. These 
features allow the user to express music selection and indexing 
based on actual acoustic information rather than tagged textual 
information. 
It is proposed to develop a system that will extend the range of 
meta-data further. It proposes to use environmental information 
to represent the listeners listening scene and mood. With the 
consideration of such environmental features, Figure 5 outlines 
three unique feature spaces which may be used to represent a 
music collection, namely textual descriptions, musical features 
and environmental features. 

Figure 5: Outlines three unique feature spaces in which a 
listener’s music collection may be indexed.

4.1. Existing Meta-Data 
Meta-data is described as everything that is not essence, that is, 
it is data about data [11]. In audio terms, it usually means data 
that describes, relates to, or structures essence. To date, the use 
meta-data is the most dominant means that allows a listener to 
search a music collection. The search criteria can be specified by 
artist’s name, album name, album genre and release date – only 
to name a few. 
Given the vast range and availability of meta-data, the proposed 
audio system will integrate such information into its music 
selection process in combination with environmental features 
and music features. 

4.2. Music Feature Extraction 
The proposed system will initially consider three music features. 
These features are 1) Global Timbre – generally used to describe 
the similarity of two compositions, 2) Tempo – which describes 
the speed of a compoition and 3) Musical Key – which describes 
the relative pitches between notes. 
However, as the system develops additional music features will 
be examined, for example music dynamics, temporal features 
and spectral features. 

4.2.1. Global Timbre 
Timbre is a percepual audio characteristic which allows listeners 
to perceive or distinguish between two sounds with the same 
pitch and same intensity [12]. The term Global Timbre refers to 
the timbre description covering the full duration of a 
composition and not just at a particular instant in time nor 
particualr instrument. 
In [13], Aucoutrier implements a music similarity technique that 
employs the use of Mel Frequency Cepstrum Coefficients with 
Gausian Mixture Models. Based on subject evaluation, 
Aucoutrier found 80% of the songs suggested by the system as 
being similar was also identified as being similar by the test 
users. Logan has also used this type of method to indicate music 
similarity with similar positive results. 

4.2.2. Tempo 
Tempo is defined as the speed at which a musical composition is 
played at [12]. Experiments concerning musical tempo have 
conveyed its’ effects on people in the areas of performance of 
track athletes [14] and on general spatial awareness, arousal and 
mood [15]. 
Leue uses Spectral Energy Flux in combination with a Comb 
Kernal Filter Bank to deduce tempo from a composition [16]. 
With such a system, Leue acheived accuracies of 80% for pop 
music and 63% for classical music. Pop music generally 
produces the more accurate result with tempo detection due to 
the heavey percussive nature of pop music compared to classical 
music. Alonso et al. has also investigated tempo tracking and 
extraction using a similar method and has obtained accuracies of 
up to 89.7%. 

4.2.3. Musical Key 
Musical key may be defined as the relative pitches or notes 
contained within a composition [12]. Determining the key of a 
composition has several applications including mood induction. 
They mode of the key is deemed to provide a specific emotional 
connatation [17]. 
Using a Chroma-based estimation technique, Peeters uses 
Harmonic Peak Subtraction with a Hidden Markov Model to 
extract a key from a composition [18]. Confined to the following 
classical categories, keyboard, chamber and orchrastra an 
accuracy of 90.3%, 94% and 85.3% was obtained respectively. 
Pauws also introduced a key extraction algorithm based on 
chromagrams with an accuracy of 75.1% for classical music 
[19]. 

4.3. Using Intelligence 
The heart of the proposed system requires the implementation of 
an intelligent engine capable of learning and applying the 
learned information to intelligently make a decision. Intelligent 
systems currently being investigated are Artificial Neural 
Networks and Hidden Markov Models. 
However, due to the complexity of the system it is expected that 
several intelligent systems are required. For example, in music 
feature extraction, Gaussian Mixture Models are reported to 
provide the most efficient performance in calculating song 
similarity were as, Hidden Markov Models are noted for their 
performance in segmentation [20]. 
In the context of an automatic playlist generation algorithm, 
several different intelligent models have been used. Jin
describes a process using Hidden Markov Models and 
experiences an 83% improvement in retrieval time when 
compared to a forward searching algorithm [21]. 

4.4. System Process Overview 
This section provides a high-level overview of the processes 
required within the proposed system. This overview is described 
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in two parts, 1) the Learning Process and 2) the Operational 
Process. 

4.4.1. The Learning Process 
Figure 6 overviews the learning process of the proposed playlist 
generation system with integrated environmental meta-data. As 
the listener selects the required music manually, the system 
monitors all events in the background which involves the 
capturing of environmental features. These environmental 
features are then added to the chosen songs as new meta-data. 
As different songs are selected, the system identifies and 
quantifies how each selected song is similar and how they differ. 
MIR algorithms then use this information to find other songs 
deemed musically similar to the chosen songs within the bounds 
of a similarity threshold. Once identified, these songs are also 
tagged with the same environmental meta-data. The 
identification process is based upon existing meta-data and 
music features extracted from each song as previously described 
in Section 4.2. All results are then catalogued within the system 
for future reference. 

Figure 6: Learning Process of the Proposed Playlist Generator. 

Once the system has gained enough experience of the listener’s 
selection process, the system is then capable of automatically 
generating a meaningful music playlist to suit the listeners 
listening environment and hence their listening needs. Such a 
process is proposed in Figure 7. 

Figure 7: Operational Process of the Playlist Generator. 

4.4.2. Operational Process 
The trained system, Figure 7, operates without the need for the 
listener’s interaction, since the intelligent engine functions under 
the same set of parameters and definitions in which it was 
trained. When the listener requires to listen to music, the trained 
system will analyse the current listening environment through a 
sensor array. Based upon the systems previous training, the 
captured environmental data is matched and assigned to 
appropriate music features. The music collection is then filtered 
according to the required features and a song selection algorithm 
generates the appropriate playlist. 

5. Hardware Considerations 
It is important that the development and test hardware platform 
for the proposed music player is mobile, unobtrusive and does 
not contribute to the listener’s mood. In addition, the music 
device must have appropriate storage capacities and processing 
power. As a result, a small form factor PC such as the Samsung 
Q1b – Ultra Mobile PC is currently being used as a testbed. This 
device is portable and highly inter-connectable with the 
availability of onboard LAN, WLAN, Bluetooth and USB 
services. The system uses a 7” touch screen and operates under 
Windows XP Tablet Edition or Windows Vista rather than a 
scaled version of Windows such as PocketPC. 
A hardware consideration for sensors to allow the capture of 
environmental data includes the HOBO U12 data logger which 
is currently being used. This device is compact, portable and 
self-contains temperature, light and humidity sensors. The unit 
also has an available external data channel which allows the 
connection of an external noise level sensor. The data logger is 
accessible through a standard USB connection and is compatible 
with the Keyspan USB Server allowing access via Ethernet or 
WiFi. 
To detect and monitor a listener’s movement, an Olimex 
accelerometer (MOD-MMA7260Q) is currently being used. 
This is a 3-axis device and is pre-mounted on a development 
board which includes the appropriate support ICs. A mini-USB 
connection is required to interface with the accelerometer. 

6. Conclusions 
The concept of an automatic music playlist generation system is 
presented in this paper. An overview of existing playlist 
generation techniques is discussed were advantages and 
disadvantages are outlined. 
A Constraint-Based approach was identified as an appropriate 
playlist generation method. This is due to the fact that it 
completely encapsulates the entire definition of a playlist and it 
provides a flexible yet strict framework to work within. 
In addition, the key processes of a proposed system were 
outlined, in which meta-data, the extracted music features and 
captured environmental data are analysed to create a 
personalised automatic playlist generator for large music 
collections. 
To further research in this area, a survey has been created to 
gather appropriate information. This survey can be found on the 
Audio Research Group’s website at 
www.audioresearchgroup.com/survey. All participation is 
welcomed. 
To conclude, this paper has shown that mood determines the 
listeners music selection process. Also in reverse, it was shown 
how music may induce mood in a listener. But more 
importantly, this paper has discussed and demonstrated that an 
individual’s environment strongly influences mood and hence 
the listeners music selection process. Based upon these strong 
influences, it is concluded that environmental features pertaining 
to a listeners environment has significant potential as meta-data 
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4.4.2. Operational Process 
The trained system, Figure 7, operates without the need for the 
listener’s interaction, since the intelligent engine functions under 
the same set of parameters and definitions in which it was 
trained. When the listener requires to listen to music, the trained 
system will analyse the current listening environment through a 
sensor array. Based upon the systems previous training, the 
captured environmental data is matched and assigned to 
appropriate music features. The music collection is then filtered 
according to the required features and a song selection algorithm 
generates the appropriate playlist. 

5. Hardware Considerations 
It is important that the development and test hardware platform 
for the proposed music player is mobile, unobtrusive and does 
not contribute to the listener’s mood. In addition, the music 
device must have appropriate storage capacities and processing 
power. As a result, a small form factor PC such as the Samsung 
Q1b – Ultra Mobile PC is currently being used as a testbed. This 
device is portable and highly inter-connectable with the 
availability of onboard LAN, WLAN, Bluetooth and USB 
services. The system uses a 7” touch screen and operates under 
Windows XP Tablet Edition or Windows Vista rather than a 
scaled version of Windows such as PocketPC. 
A hardware consideration for sensors to allow the capture of 
environmental data includes the HOBO U12 data logger which 
is currently being used. This device is compact, portable and 
self-contains temperature, light and humidity sensors. The unit 
also has an available external data channel which allows the 
connection of an external noise level sensor. The data logger is 
accessible through a standard USB connection and is compatible 
with the Keyspan USB Server allowing access via Ethernet or 
WiFi. 
To detect and monitor a listener’s movement, an Olimex 
accelerometer (MOD-MMA7260Q) is currently being used. 
This is a 3-axis device and is pre-mounted on a development 
board which includes the appropriate support ICs. A mini-USB 
connection is required to interface with the accelerometer. 

6. Conclusions 
The concept of an automatic music playlist generation system is 
presented in this paper. An overview of existing playlist 
generation techniques is discussed were advantages and 
disadvantages are outlined. 
A Constraint-Based approach was identified as an appropriate 
playlist generation method. This is due to the fact that it 
completely encapsulates the entire definition of a playlist and it 
provides a flexible yet strict framework to work within. 
In addition, the key processes of a proposed system were 
outlined, in which meta-data, the extracted music features and 
captured environmental data are analysed to create a 
personalised automatic playlist generator for large music 
collections. 
To further research in this area, a survey has been created to 
gather appropriate information. This survey can be found on the 
Audio Research Group’s website at 
www.audioresearchgroup.com/survey. All participation is 
welcomed. 
To conclude, this paper has shown that mood determines the 
listeners music selection process. Also in reverse, it was shown 
how music may induce mood in a listener. But more 
importantly, this paper has discussed and demonstrated that an 
individual’s environment strongly influences mood and hence 
the listeners music selection process. Based upon these strong 
influences, it is concluded that environmental features pertaining 
to a listeners environment has significant potential as meta-data 
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and may provide a valuable resource in the automatic generation 
of music playlists. 
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Abstract In the recognition and classification of sounds, extracting perceptually and biologically relevant
features yields much better results than the standard low-level methods (e.g zero-crossings, roll-o, centroid,
energy, etc.). Gamma-tone filters are biologically relevant, as they simulate the motion of the basilar membrane.
The representation techniques that we propose in this paper make use of the gamma-tone filters, combined with
the Hilbert transform or hair cell models, to represent everyday sounds. Dierent combinations of these methods
have been evaluated and compared in perceptual classification tasks to classify everyday sounds like doors and
footsteps by using support vector classification. After calculating the features a feature integration technique
is applied, in order to reduce the high dimensionality of the features. The everyday sounds are obtained from
the commercial sound database “Sound Ideas”. However, perceptual labels assigned by human listeners are
considered rather than the labels delivered by the actual sound source. These perceptual classification tasks
are performed to classify the everyday sounds according to their function, like classifying the door sounds as
”opening” and ”closing” doors. In this paper, among the gamma-tone-based representation techniques, other
spectral and psycho-acoustical representation techniques are also evaluated. The experiments show that the
gamma-tone-based representation techniques are superior for perceptual classification tasks of everyday sounds.
The gamma-tone filters combined with a inner hair cell model and with the Hilbert transform yield the most
accurate results in classifying everyday sounds.

1 Introduction

Unlike music and speech, the audio analysis and recog-
nition of everyday sounds have not yet received so
much attention in the literature. Nonetheless, every-
day sounds play a significant role in communication,
localisation and interaction. In this paper, we focus on
the ability of machine learning algorithms to identify
and classify sounds by example to gain insight what
aspects of – mostly complex – sounds lead to a certain
categorisation by humans.

Everyday sounds in urban environments are emit-
ted from machines, human interaction with mechanical
devices, and natural phenoma. In a natural environ-
ment, sounds get modulated by the acoustical proper-
ties of the environment itself and get mixed with dif-
ferent sources of sounds. This shows the complexity of
everyday sounds. However, for analysis purpose, it is
necessary to reduce the complexity of the representa-
tion to meaningful features.

The question is whether and how it is possible to de-
tect properties of the sound generating process and/or
listeners perception, i.e. what is the sound source,
what materials are involved, and what impressions are
received by a listener. We investigate this question in

a classification framework. Several classification stud-
ies have been made to distinguish dierent kinds of
everyday sounds from other types of sounds such as
music, speech, etc. However, in our approach we clas-
sify only everyday sounds based on the function they
fulfil, their material or shape, or the objects they in-
teract with. Obviously, this task, classifying everyday
sounds is much more difficult then distinguishing ev-
eryday sounds from other sound classes, which have
totally dierent characteristics.
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ferent sources of sounds. This shows the complexity of
everyday sounds. However, for analysis purpose, it is
necessary to reduce the complexity of the representa-
tion to meaningful features.

The question is whether and how it is possible to de-
tect properties of the sound generating process and/or
listeners perception, i.e. what is the sound source,
what materials are involved, and what impressions are
received by a listener. We investigate this question in
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sify only everyday sounds based on the function they
fulfil, their material or shape, or the objects they in-
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not sufficient to understand sound perception. In order
to be able to understand how perception works, psy-
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coustical features should be utilised to define efficient
representation schemes.

Mel Frequency Cepstrum Coefficients (MFCC’s) [7]
are well established representation scheme, which dom-
inate applications in speech recognition and music pro-
cessing. They have rarely been applied to environ-
mental sounds. MFCC’s are short-term spectral based
features, based on the Mel scale. The Mel scale is
a mapping between the actual frequency values and
the perceived pitch. This mapping is linear for the
low-frequency values. As the frequency increases, the
mapping becomes logarithmic. Generally the first 13
MFCC features are used as descriptors to represent a
given sound in dierent tasks, because as it has already
been shown, these first coefficients concentrate most of
the signal energy [17].

However, there are other psychoacoustically or bi-
ologically motivated methods, which take the critical
bands into account, where inputs whose frequency dif-
ference is smaller than the critical bandwidth cause the
so-called beats. Another methods aim to simulate the
cochlea in the inner-ear. In our representation method,
we introduce the gamma-tone filters, which are consid-
ered to be biologically motivated as well.

2.1 Gamma-tone Filterbank

A gamma-tone auditory filterbank [11, 12] incorporates
two insights into auditory physiology: 1) the higher
frequency resolution for low frequencies, 2) the higher
temporal resolution for high frequencies. With increas-
ing centre frequency the spacing of the gamma-tone
filters increases and the length of the filter decreases.
Mimicking the basilar membrane, spacing and band-
width of the filter is based on the equivalent rectan-
gular bandwidth (ERB) [4]. Roughly, the centre fre-
quencies are spaced linearly for low frequencies and
logarithmically for high frequencies. ERBs are similar
to the Bark or the Mel scale. Due to its properties, the
ERB scale is a highly biologically plausible representa-
tion.

As a pre-processing of the everyday sounds, we
use the gamma-tone filter implementation in Malcolm
Slaney’s Auditory Toolbox [13, 14]. Starting with the
lowest centre frequency of 3 Hz, we use 18 gamma-tone
filters in total. Therefore, for each given sound, we
obtain 18 filter responses from the gamma-tone filter
bank.

The gamma-tone filters can be combined with other
representations, in order to obtain a more complete
representation scheme.

2.2 Hilbert Transform

The first method, which we can combine the gamma-
tone filters with is the Hilbert Transform. The Hilbert
Transform is mainly used to explain the relationships
between the real and imaginary parts of a signal. The
Hilbert transform of a signal is nothing but the convo-
lution of the time domain signal with 1

t
. Combining

the Hilbert transformed signal with the original signal,
we obtain the analytic signal. This process deletes the
negative components of the signal in the frequency do-
main, and doubles the amplitudes on the positive side.
Furthermore the analytic signal is a base band signal.

In our representation scheme, the Hilbert Transform
is applied to each gamma-tone filter response. After
applying the gamma-tone filterbank the Hilbert trans-
form is calculated for each filter response. Then the
power spectral density is calculated for each of the
Hilbert transformed filter responses [15]. The power
spectral density is the Fourier Transform of the auto-
correlation of the signal. The periodogram method
is generally used to calculate the power spectral den-
sity. In the standard case, the power per unit fre-
quency is calculated, where the results have the unit
power

frequency
. However, we calculate the mean-squared

spectrum. The mean-squared spectrum is calculated
for each frequency value depending on the sampling
rate. Therefore, the unit of the mean-squared spec-
trum values are power. Figure 1 shows an example
mean-squared spectrum gamma-tone filter. In this fig-
ure, a closing door sound has been taken. After ap-
plying gamma-tone filters onto the sound, we obtained
18 filter responses, one for each filter in the filterbank.
Then a single filter response was taken, in order to ap-
ply the Hilbert Transform onto the filter response. As
the last step, the mean-squared spectrum was calcu-
lated for the Hilbert transformed filter response.

After these steps, we obtain the mean-squared spec-
trum for each Hilbert transformed filter response which
can be considered as a matrix. However, we should
reduce the dimensionality of this matrix, in order to
be able to use them as a representation of the sound.
Therefore we sum up these values within each of four
groups of adjacent centre frequencies [1]. We take the
average of the calculated values for each group. These
groups are the DC values, the frequency interval 3-15
Hz, 20-150 Hz, and the rest. The interval 3-15 Hz em-
phasises the speech syllabic rates. The interval 20-150
Hz is the perceptual roughness [18]. After this step, we
obtain four values for each filter response.

2.3 Inner Hair ell Model

Another method, which can be combined with the
gamma-tone filters is the inner hair cell model of Med-
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Figure 1: A single gamma-tone lter output trans-
formed by Hilbert transform. The mean-squared
spectrum of the signal is shown.

dis [8] [9] [10]. In this model, the firing rate of the
inner hair cells, connected to the basilar membrane, is
modelled. Hence, the gamma-tone filters and the inner
hair cell model complement each other [16]. The inner
hair cells fire, when a stimulus arrives and the basilar
membrane is deflected at a point of a resonance fre-
quency where the hair cell sits. This firing is simulated
by the dynamics of production and flow of transmitter
substance. A certain amount of transmitter substance
is released into the synaptic cleft between the hair cell
and another neuron, depending on the strength of the
stimulus. For each arriving stimulus, the Meddis in-
ner hair cell model calculates these amounts iteratively.
In our representation, we use the rate of transmitted
part of the transmitter substance. Figure 2 shows a
closing door sound represented by gamma-tone filters
combined with the inner hair cell model.

3 Feature Integration for SVM
3.1 Mean, Variance, Derivatives

The gamma-tone filter bank yields a multi-channel re-
sponse for a single sound. Besides, the filter bank
does not decrease the length of a given sound. Sum-
ming up the filter outputs reduces the dimensionality
of the representation from 18 to 4 bands. The details
of this method are given in the corresponding represen-
tation section. However, we compress the outputs of
the bands across the entire length of the sound into a
single representation vector. In order to integrate the
responses of individual filters, we take the mean and
variance of each of the values in the four bands. In
order to be able to track the change in those values

Figure 2: An example representation of gamma-
tone lters combined with the inner hair cell model
is shown. The sound of a closing door is analysed.

between dierent filters, we also calculate the mean
and the variance of the first derivative of these filter
responses [2]. After these calculations we obtain a 16
dimensional feature vectors for each sound.

3.2 SVM Settings

In these experiments, we used support vector ma-
chines [5], which are known to be one of the best clas-
sification tools, based on the maximisation of the mar-
gin of the classification boundary between two classes,
c-SVM, which is implemented in the libsvm software
library [3]. The c-SVM has two parameters (c and g),
which should be determined beforehand. In order to
find the optimal parameter values for these two param-
eters, we performed a grid search, where we changed
these two parameters slightly to find optimal parame-
ter settings. As grid values we use all combinations of
c = 28, 29, 21,    , 212, g = 216, 215, 214,    , 24.
For the final experiment in Table 5 we use a wider step
size for the g parameter: g = 216, 214, 212,    , 24

In the results, we will present the best results, which
have been obtained by the optimal values of these two
parameters.

4 Data Sets

Recordings are taken from the sound collection ”Sound
Ideas” [6]. For the experiments, recordings of foot-
steps and opening/closing doors are selected. The door
sounds have a complex temporal structure whereas the
steps are short and only consist of a few onsets. In
both cases a mixture of temporal patterns and spec-
tral properties can reveal information about material
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is released into the synaptic cleft between the hair cell
and another neuron, depending on the strength of the
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ner hair cell model calculates these amounts iteratively.
In our representation, we use the rate of transmitted
part of the transmitter substance. Figure 2 shows a
closing door sound represented by gamma-tone filters
combined with the inner hair cell model.

3 Feature Integration for SVM
3.1 Mean, Variance, Derivatives

The gamma-tone filter bank yields a multi-channel re-
sponse for a single sound. Besides, the filter bank
does not decrease the length of a given sound. Sum-
ming up the filter outputs reduces the dimensionality
of the representation from 18 to 4 bands. The details
of this method are given in the corresponding represen-
tation section. However, we compress the outputs of
the bands across the entire length of the sound into a
single representation vector. In order to integrate the
responses of individual filters, we take the mean and
variance of each of the values in the four bands. In
order to be able to track the change in those values
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tone lters combined with the inner hair cell model
is shown. The sound of a closing door is analysed.

between dierent filters, we also calculate the mean
and the variance of the first derivative of these filter
responses [2]. After these calculations we obtain a 16
dimensional feature vectors for each sound.

3.2 SVM Settings

In these experiments, we used support vector ma-
chines [5], which are known to be one of the best clas-
sification tools, based on the maximisation of the mar-
gin of the classification boundary between two classes,
c-SVM, which is implemented in the libsvm software
library [3]. The c-SVM has two parameters (c and g),
which should be determined beforehand. In order to
find the optimal parameter values for these two param-
eters, we performed a grid search, where we changed
these two parameters slightly to find optimal parame-
ter settings. As grid values we use all combinations of
c = 28, 29, 21,    , 212, g = 216, 215, 214,    , 24.
For the final experiment in Table 5 we use a wider step
size for the g parameter: g = 216, 214, 212,    , 24

In the results, we will present the best results, which
have been obtained by the optimal values of these two
parameters.

4 Data Sets

Recordings are taken from the sound collection ”Sound
Ideas” [6]. For the experiments, recordings of foot-
steps and opening/closing doors are selected. The door
sounds have a complex temporal structure whereas the
steps are short and only consist of a few onsets. In
both cases a mixture of temporal patterns and spec-
tral properties can reveal information about material
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or function of the sound.

The doors dataset includes a series of recordings of
wooden doors being closed or opened. A single sample
contains either an opening or a closing door sound,
not both one after another. 74 closing and 38 opening
doors in total are used as input for the experiments.

The footstep dataset consists of recordings of dier-
ent kind of shoes (heels, boots, barefoot) on various
grounds (concrete, gravel, wood, dirt). They are taken
from CD 16 and 17 from [6]. The recordings are cut,
when necessary, such that exactly one step in contained
in one sample. The limit of steps taken from the same
recording is 10 to avoid overfitting eects. This leads
to a dataset with 125 footsteps per class.

The datasets that we use in our experiments are
listed out in the following:

 doors

– opening - closing

 footsteps

– high heels - boots

– high heels - non high heels

– barefoot - sneakers

– on wood - on dirt

Besides performing binary classification experiments
on these data sets, we evaluate our representation
schemes on a multi-class classification experiment as
well. In this experiment, we use five dierent types
of footstep sounds (barefoot, sneakers, leather, heels,
boots), all on concrete or marble.

The labels of these datasets are all psycoacoustically
validated. We did not perform detailed psycoacousti-
cal experiments, but we checked the sounds by listen-
ing them by ourselves. We discard sounds whose class
cannot be identified while listening to them.

5 Experiments and Results

In order to evaluate the results of our experiments in a
reliable way we use cross validation to calculate the av-
erage accuracy. In particular, we use the leave-one-out
cross validation method. In leave-one-out cross vali-
dation experiments, all sounds but one are put into
the training set. Then the trained algorithm is tested
on the remaining single sample, that had been previ-
ously excluded from the training set. This procedure
is repeated for all possible partitions into training/test
set. The total accuracy of the system is the average
accuracy of all tests.

The experiments that we perform are all binary clas-
sification experiments. The door sounds are classified

as opening and closing sounds. Table 1 shows the re-
sults of SVM classification using four dierent repre-
sentations: 1) gamma-tone filters combined with the
Hilbert transform (GT Hil), 2) gamma-tone filters com-
bined with the inner hair cell model (GT Med), 3)
MFCC’s, and 4) MFCC’s combined with the low-level
spectral features (SLL), which contain zero-crossings,
roll-o and centroid.

GT Hil GT Med MFCC SLL
84% 632% 604% 671%

Table 1: Classication of opening/closing door
sounds by SVMs using various representations (cf.
text).

The footstep sounds were classified based on the sole
types (high-heels vs. boots, high-heels vs. not high-
heels), and the floor (concrete vs. gravel, wood vs.
dirt). Furthermore, we also designed a multi-class ex-
periment based on the sole types as well. In the latter,
we use five dierent sole type classes (barefoot, sneak-
ers, leathers, heels, combat boots) on concrete floor.
In Table 2 the results of the binary classification

experiment heels vs. combat boots are shown. All
representation methods work almost perfect for this
classification task. Only the MFCC’s do not yield
100% accuracy for the task heels vs. combat boots,
but 983% accuracy is still good. Based on these re-
sults, this task can be considered as the conceptual
proof that our representation methods work at least
as well as traditional methods. In order to make this
task a little bit more complicated, so that we can ob-
serve dierences between the accuracy rates of dier-
ent representations, we perform another experiments,
where we classify heels vs. non-heels. The results of
this second experiment are shown in Table 3. Here,
the gamma-tone based methods outperform the MFCC
based methods.

GT Hil GT Med MFCC SLL
1% 1% 983% 1%

Table 2: Classication results of the footstep
sounds heels vs. boots are shown.

GT Hil GT Med MFCC SLL
916% 1% 809% 892%

Table 3: Classication results of the footstep
sounds heels vs. not heels are shown.

We also perform binary classification experiments by
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using dierent sole types on two dierent floor types,
namely wood floor vs. dirt, leaves, sand and gravel.
The second class of sounds contain four dierent floor
types. However, all these floor types are perceived al-
most equal to the human listener. Therefore, creating
a single class out of these sounds does not any harm to
the experiment from a psychoacoustical point of view.
Table 4 shows the classification results of this experi-
ment. Again the accuracy is 100% for all dierent rep-
resentation methods. Hence, these results prove that
the representation methods we propose work well for
general binary classification tasks.

GT Hil GT Med MFCC SLL
1% 1% 1% 1%

Table 4: Classication results of the footstep
sounds wood floor vs. dirt are shown.

Beside these binary classification tasks, we also per-
form a multi-class experiment. In this experiment, we
use five dierent sole types, and classified each of those
classes against the others. Each class consists of 40 in-
stances. We perform five separate binary classification
runs. In each, one class is classified against the rest,
the other four classes. As a result, we obtain five bi-
nary classification results. In order to calculate the
overall accuracy of the experiment, we take the aver-
age of these five separate classifications. Table 5 shows
not only the overall average of the separate classifica-
tion experiments, but also the results of the separate
binary classification experiments themselves. In con-
trast to Table 3, the classification heels vs. non-heels
in Table 5 uses a dierent set of samples. In the latter
only steps on concrete are used.

GT Hil GT Med MFCC SLL
Barefoot 944% 1% 944% 944%
Sneakers 944% 833% 766% 821%
Leather 863% 1% 1% 1%
Heels 857% 928% 983% 1%
Boots 850% 857% 787% 793%
Average 922% 942% 888% 893%

Table 5: Classication accuracy of sole types
in step sounds. Altogether, the gamma-tone
based representations outperform the MFCC based
methods.

6 onclusion
We have investigated the potential of four represen-
tations for classifying everyday sounds, in particular

opening/closing doors and the sole and floor material
in footsteps. In each experiment, the best method per-
forms with at least 84% accuracy, in several instances
even with 100%.

In contrast to low-level descriptors (such as zero-
crossing rate, spectral centroid, roll-o), sound can
be pre-processed by models physiologically inspired by
the basilar membrane. MFCC’s and gamma-tone filter
banks are prominent examples, both modelling the de-
creasing frequency resolution for high frequencies. In
addition, gamma-tone filterbanks also model the low
temporal resolution for low frequency signals and their
impulse response closely resembles physiological mea-
surements in the basilar membrane.

The experiments show that in general more phys-
iologically relevant models, gamma-tone based repre-
sentations, outperform other pre-processing methods.
We combined the gamma-tone filters with the Hilbert
transform and with Meddis’ inner hair cell model.
In order to reduce the dimensionality firstly we sum-
marised the filter responses in four dierent frequency
bands, and then applied a feature integration method
to these representations. In the end, we obtained fea-
ture vectors, which can be used to perform classifica-
tion experiments with support vector machines. Beside
these two representation schemes, we performed classi-
fication experiments with MFCC’s, and MFCC’s com-
bined with low-level spectral features. For the simple
classification tasks they classified the sounds perfectly.
These simple tasks are considered to be the proof of
concept in general for these representation schemes.

However, we performed more complicated experi-
ments, in order to observe the classification accuracy of
the gamma-tone based representation compared to the
MFCC based methods. Comparison of these experi-
ments showed that, in general, gamma-tone based rep-
resentation methods outperformed MFCC based repre-
sentation methods. Although there are several special
cases, where the MFCC’s performed better than the
gamma-tone based methods, gamma-tone representa-
tions yielded better results.

Interestingly, on the most complex data set, the door
sounds, the gamma-tone / Hilbert transform method
performed significantly better then the other methods
(17% better than the second best method). On the
other hand, the inner hair cell combination yielded
slightly better results for the footstep sounds than the
Hilbert transform.

The representations used here are basically station-
ary and include only little information about the tem-
poral dynamics of the sounds. The MFCC’s used here
include variance, discrete first derivation, and the vari-
ance of the latter. Thereby, MFCC’s momentarily
capture some temporal behaviour. The gamma-tone
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in footsteps. In each experiment, the best method per-
forms with at least 84% accuracy, in several instances
even with 100%.

In contrast to low-level descriptors (such as zero-
crossing rate, spectral centroid, roll-o), sound can
be pre-processed by models physiologically inspired by
the basilar membrane. MFCC’s and gamma-tone filter
banks are prominent examples, both modelling the de-
creasing frequency resolution for high frequencies. In
addition, gamma-tone filterbanks also model the low
temporal resolution for low frequency signals and their
impulse response closely resembles physiological mea-
surements in the basilar membrane.

The experiments show that in general more phys-
iologically relevant models, gamma-tone based repre-
sentations, outperform other pre-processing methods.
We combined the gamma-tone filters with the Hilbert
transform and with Meddis’ inner hair cell model.
In order to reduce the dimensionality firstly we sum-
marised the filter responses in four dierent frequency
bands, and then applied a feature integration method
to these representations. In the end, we obtained fea-
ture vectors, which can be used to perform classifica-
tion experiments with support vector machines. Beside
these two representation schemes, we performed classi-
fication experiments with MFCC’s, and MFCC’s com-
bined with low-level spectral features. For the simple
classification tasks they classified the sounds perfectly.
These simple tasks are considered to be the proof of
concept in general for these representation schemes.

However, we performed more complicated experi-
ments, in order to observe the classification accuracy of
the gamma-tone based representation compared to the
MFCC based methods. Comparison of these experi-
ments showed that, in general, gamma-tone based rep-
resentation methods outperformed MFCC based repre-
sentation methods. Although there are several special
cases, where the MFCC’s performed better than the
gamma-tone based methods, gamma-tone representa-
tions yielded better results.

Interestingly, on the most complex data set, the door
sounds, the gamma-tone / Hilbert transform method
performed significantly better then the other methods
(17% better than the second best method). On the
other hand, the inner hair cell combination yielded
slightly better results for the footstep sounds than the
Hilbert transform.

The representations used here are basically station-
ary and include only little information about the tem-
poral dynamics of the sounds. The MFCC’s used here
include variance, discrete first derivation, and the vari-
ance of the latter. Thereby, MFCC’s momentarily
capture some temporal behaviour. The gamma-tone
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filterbank gives better temporal resolution for higher
frequencies than for lower frequencies. The Meddis
hair cell model essentially emphasises on- and o-
sets. This feature may be the reason why a gamma-
tone filterbank with subsequent Meddis hair cell model
sometimes performs better than the Hilbert transform.
Combining the Hilbert transform based representation
with delta coefficients like the MFCC’s or an onset de-
tection feature like the Meddis hair cell could improve
this representation. For a more complex consideration
of the time course of the events a higher level anal-
ysis would be useful. Promising approaches include
dynamic time warping, hidden Markov models, some
sort of analysis of the rhythm (regularity, acceleration,
deceleration) generated by the onsets of the signal.
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Abstract The Simple Playlist Generator (SPG) is a software audio player with integrated playlist generation
capabilities. It combines purely content-based playlist generation with an iterative playlist refinement process
based on user-feedback. In this paper we briefly describe the system, and we present a systematic user evaluation
of the software. Our results indicate that content-based playlist generation bears a lot of potential in the domain
of personal music collections. Users very quickly adapted to the idea of playlists based on music similarity and
were satisfied with the quality of automatically generated playlists.

1 Introduction

Web radios like last.fm or pandora.com are becoming
increasingly popular because of their ability to auto-
matically generate personalized playlists based on a
small set of seed songs and user ratings. Those services
use collaborative filtering approaches and manual an-
notations to calculate song-to-song similarities. Since
personal music collection management applications of-
ten cannot rely on large metadata repositories, content-
based music similarity is an alternative in this domain.
Recently, many approaches to content-based playlist
generation have been proposed (see e.g. [1, 2, 5]).

Simple Playlist Generator (SPG) integrates a con-
ventional audio player with content-based playlist gen-
eration functionality. The basic idea is to facilitate
user feedback to improve the quality of automatically
generated playlists. Users can rate songs/artists pos-
itively or negatively and regenerate the playlist. The
system keeps track of the ratings and adapts itself to
the user’s notion of what music should be contained in
the playlist.

The software performed satisfactory on the authors’
personal limited music collections; however we could
not generalize the results of these tests, as the collec-
tions were already quite specialized to certain types
of music, which eases the job of an automatic playlist
generation system considerably. Therefore we also con-
ducted an evaluation of the software with respect to
usability and user acceptance in real-world scenarios.

The study was carried out in three stages: (1) an

online survey to define the potential target audience
for playlist generation software, (2) face-to-face inter-
views and usability tests, and (3) a qualitative user
evaluation of generated playlists.

2 Basic functionality and GUI

SPG combines content-based audio similarity, simple
heuristics, and user feedback for playlist generation.
The heuristics search for songs similar to positively
rated songs/artists and avoid songs similar to nega-
tively rated (banned) songs/artists. Thus, it is possi-
ble for users to “teach” the system what kind of music
they want to listen to.
Similar to pandora.com, it is possible to define radio

stations in SPG. A radio station is a named collection
of song or artist ratings which is associated with a cer-
tain situational context (e.g. music for “Candle light
dinner”, “Workout”,...) by the user. Users can store,
reload, and edit radio stations at any point in time.
SPG was implemented in Java (figure 1 shows a

screenshot of the application running on MacOS X).
The list on the right side shows the current playlist
which is generated by the selected radio station. The
user can rate songs by clicking on the icons to the right
of each song (this only has an impact on the current
radio station). The playlist is updated by clicking on
“update playlist”. On the left side (top to bottom) are
the radio station selector, audio player controls, and
controls to adjust the variance of the playlist. The ex-
port button underneath the playlist selector allows the
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Figure 1: Screenshot of the SPG user interface

users to export the current playlist to an M3U file (and
thus allows them to use their preferred audio player).
The controls to adjust the variance allow the user to

set the number of times artists and songs are repeated
to either “rarely”, “sometimes”, or “frequently”. If, for
example, the user chooses to repeat songs rarely, then
SPG would rather play a not so similar song instead
of playing a previously played song again. If the user
chooses to repeat artists frequently, then SPG (if ap-
propriate) might play a number of songs by the same
artist within an hour. The user can only set the repe-
tition frequency of artists to the level that was set for
songs or below (e.g. repeating songs frequently, but
artists rarely is not a valid setting).
Not shown is the edit radio station panel where the

users can view their ratings and change the name of
the radio station. One list is shown for all rated songs,
and one list for all rated artists. New items can be
added using a simple search function. Ratings in the
lists can be changed in the same way they are changed
in the playlist.

3 Music similarity measure
Our audio-based music similarity measure is based on
distances between statistical distributions of low-level
audio features for each pair of songs in the music col-
lection (see figure 2 for a sketch of how the components
of the system interact). For each song, we (1) calcu-
late Mel Frequency Cepstral Coefficients and train a
single Gaussian with full covariance to the sequence
of MFCC frames [6] and (2) extract a set of fluctu-
ation patterns [5] which capture periodicities in sub-
bands of the audio signal. Finally, a similarity mea-
sure is calculated by combining a symmetric version
of the Kullback-Leibler divergence between Gaussians
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Figure 2: Components in the SPG system.

and the Euclidean distance between fluctuation pat-
terns.
Currently, the music similarity calculation is imple-

mented as a Matlab module and has to be done offline.
However, we are working on a high performance im-
plementation that can be deployed in consumer level
applications.

4 Playlist generation
To create playlists, we use a variant of heuristic D de-
scribed in [4]. Basically, songs which are close to any
of the positively rated songs, and far away from nega-
tively rated songs are recommended. If the user dislikes
or likes an artist, then all songs from this artist (unless
they are rated individually) are treated as favorite or
banned songs.
Algorithm 1 sketches one step of the playlist gen-

eration heuristic in pseudo–code. First, we give an
explanation of the symbols used in the code:

Spos/Sneg : Set of positively/negatively rated songs

Apos/Aneg : Set of positively/negatively rated artists

Scnd : Set of candidate songs

songs(A) : Finds all songs of artist A

(s s2) : Distance from song s to song s2

closest song(S a) : Finds s ∈ S with minimal (s a)

The system always keeps track of which songs have
been played in the past. This knowledge and the user’s
variance preferences in the SPG user interface are used
to select a subset of candidate songs from the entire
music collection. The set of candidate songs is then
used as input to the heuristic, which returns the next
song in the playlist.

- 2 -
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Figure 3: Playlist generation heuristic.

Figure 3 illustrates lines 4–10 and 11–15 of the al-
gorithm. On the left, we can see that only candidate
songs which satisfy the condition d  db remain in
the candidate set. On the right side, the song with the
smallest d distance is selected.

Algorithm  Playlist generation algorithm

1: A ← Spos ∪ (songs(Apos) Sneg)
2: B ← Sneg ∪ (songs(Aneg) Spos)
3: C ← Scnd B
4: for all s in C do
5: d(s)← (s closest song(A s))
6: db(s)← (s closest song(B s))
7: if db(s) < d(s) then
8: C ← C  s
9: end if

1: end for
11: if empty(C) then
12: return argmin(d(s)/db(s))
13: else
14: return argmin(d(s))
15: end if

5 Evaluation

The evaluation of SPG was done in three steps which
will be described below.

5.1 Target audience

The first step of the evaluation was the definition of the
target audience for systems like SPG. In contrast to the
study presented in [3] we first explored the characteris-
tics of the target group by carrying out an anonymous
web questionnaire in which we asked users about demo-
graphical data, their music listening habits, and if they
would like to participate in a user study. We presumed
that users who satisfy the following requirements are
likely to be interested in automatic playlist generation

software: the user (1) owns a large music collection
(more than 1.000 files), (2) owns different styles of mu-
sic, and (3) does not want to spend too much time on
creating playlists manually.
From 53 participants (23 female, 30 male, average

age 27, SD=3.7), 35 showed interest in using our tool
on their music collection, whereas only 19 indicated
willingness to participate in a user study. From the
35 interested participants, 7 stated that they use song
rating capabilities in music players. Nobody from the
group of uninterested participants used rating capabil-
ities. Interested participants owned on average 20.000
music files, whereas uninterested people had on average
4.000 files. Twenty-seven of the interested participants
declared that they use random shuffle mode at least
rarely, 14 of the uninterested participants use random
shuffle at least rarely.
We asked interested subjects to explain why they are

interested; most people answered that they would use
playlist generation whenever they do not have enough
time or no chance to select songs manually (during par-
ties, during work, fitness training, cleaning their flat).
Some also stated that they would use it for finding new
songs or finding other songs that match their current
mood.
We also asked uninterested participants to give rea-

sons for their lack of interest. From 18 uninterested
participants, 3 preferred to listen to the radio, 3 had
not enough MP3s, 3 preferred random shuffle, and 3
had a too homogenous music collection. Two stated
that automatic playlist generation does not make sense
for the type of music they listen to (i.e., classical mu-
sic), and 1 did not listen to music on the computer
at all. Two subjects also declared that they prefer to
select the songs in their playlists individually.

5.2 Usability considerations

In the second stage, we conducted interviews with po-
tential users of our system. In a series of interviews,
we collected data about the socio-cultural background,
and the music listening habits of 11 subjects (average
age 28, STD=4.6). Subsequently, the subjects were
asked to complete 10 predetermined tasks (e.g. creat-
ing a specific radio station, rating songs, excluding an
artist, etc.). The interviewers measured the elapsed
time upon completion of the tasks, and took notes
about if the user completed the tasks without help.
Based on the notes from the interviews, we decided
whether subjects fall into the target group that has
been defined in phase 1. All subjects had a decent
background in using computers. On average, their
musical taste can be described as “alternative main-
stream”.
All subjects experienced difficulties with the first

- 3 -
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task, in which they had to define a radio station by
specifying a seed song. This task involved most parts
of the user interface. After successful completion users
therefore were able to finish all the remaining tasks
without or with very little assistance.
In general, users understood the radio station based

concept of playlist generation.All subjects stated that
they would probably use such an application, but that
they would like to use it with their own music collection
to be able to better judge the quality of the playlist.
We observed that most users showed considerably more
interest in using SPG after finishing the usability test.

5.3 Playlist quality

In the last phase of the evaluation, we invited 5 in-
terested users who matched the target audience defi-
nition to use our software on a subset of their music
collection. They were asked to define several distinct
radio stations by providing seed songs/artists, exclud-
ing songs/artists they disliked, and altering the vari-
ance of the playlist (i.e., the repetition frequency of
songs/artists). After giving the system some feedback,
we asked the users to judge the quality of the generated
playlists.
The overall user feedback was very positive. In gen-

eral, users not familiar with the current state of the art
in MIR research were surprised at how well content-
based methods work. However, one user complained
about the playlists “being boring because the songs ei-
ther sound all the same or are too arbitrary”. Another
user was actively addressing this issue, thinking about
“meta-playlists”, that is, a specification of which styles
of music can be played in what order, and how long
sub-playlists should be.
Currently, SPG allows the user to control the vari-

ance of playlists by setting the repetition frequency of
artists or songs to one of the predefined levels rarely,
sometimes, or frequently. Most users seemed to un-
derstand this concept and how to use it to adapt ra-
dio stations immediately, however, one user would have
preferred a more fine-grained scale to control the vari-
ance.
A common observation was that a decent amount

of songs from different styles is required for SPG to
provide meaningful results. One user requested to be
informed by the system as to how many pieces of the
collection are covered by the current radio station set-
tings.
All users noted that the quality of the playlists de-

pended very much on the seed songs they selected. One
of the reasons for this was that in some cases there were
only few songs in the collection that would have been
suitable for the playlist defined by the seed song. Al-
though the overall quality was quite good in average,

any further improvements are very desirable.

6 Conclusions and future work
In this paper, we presented an implementation of a
hybrid (content- and user feedback-based) approach to
playlist generation, and we also carried out a user eval-
uation of the system. For the evaluation, we followed a
systematic approach that involved an online survey to
define the target audience of the software, face-to-face
interviews to select test subjects based on the previ-
ously defined target group, and an evaluation of the
software in a real-world scenario. Although the current
user interface is far from perfect, the user acceptance
was quite high.
For the future, we are considering an implementa-

tion of SPG technology as a plugin for a popular me-
dia player, based on the findings of the here presented
study.
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Abstract. Rapid increase in the amount of the digital audio collections demands a generic framework for robust and efficient 
indexing and retrieval based on the aural content. In this paper we focus our efforts on developing a generic and robust audio-based
multimedia indexing and retrieval framework. First an overview for the audio indexing and retrieval schemes with the major 
limitations and drawbacks are presented. Then the basic innovative properties of the proposed method are justified accordingly.
Finally the experimental results and conclusive remarks about the proposed scheme are reported. 

1. Introduction 

Rapid increase in the amount of the digital audio 
collections presenting various formats, types, durations, and 
other parameters that the digital multimedia world refers, 
demands a generic framework for robust and efficient indexing 
and retrieval based on the aural content. From the content-based 
multimedia retrieval point of view the audio information is 
mostly unique and significantly stable within the entire duration 
of the content and therefore, the audio can be a promising part 
for the content-based management for those multimedia 
collections accompanied with an audio track. Traditional key-
word based search engines usually cannot provide successful 
audio retrievals since they usually require manual annotations 
that are obviously unpractical for large multimedia collections.  

The usual approach for indexing is to map database 
primitives into some high dimensional vector space that is so 
called feature domain. Among many variations, careful selection 
of the feature sets allows capturing the semantics of the database 
items. The number of features extracted from the raw data is 
often kept large due to the naive expectation that it helps to 
capture the semantics better. Content-based similarity between 
two database items can then be assumed to correspond to the 
(dis-) similarity distance of their feature vectors. Henceforth, the 
retrieval of a similar audio items with respect to a given query 
(item) can be transformed into the problem of finding such 
audeo items that gives feature vectors, which are close to the 
query feature vector. This is QBE. QBE is costly and CPU 
intensive especially for large-scale multimedia databases since 
the number of similarity distance calculations is proportional 
with the database size. This fact brought a need for indexing 
techniques, which will organize the database structure in such a 
way that the query time and I/O access amount could be reduced 
[1, 2].  

There are some techniques to speed up QBE but all they 
may not provide efficient retrieval scheme from the user’s point 
of view due to their strict parameter dependency. All QBE 
alternatives have some common drawbacks. First of all, the user 
has to wait until all of the similarity distances are calculated and 
the searched database items are ranked accordingly. This might 
take a significant time if the database size is large. In order to 
speed up the query process, it is a common application design 
procedure to hold all features of database items into the system 
memory first and then perform the calculations. Therefore, the 
growth in the size of the database and the set of features will not 
only increase the query time but it might also increase the 

minimum system memory requirements such as memory 
capacity and CPU power [3].  

All the systems based on these techniques achieved a 
certain performance; however present some more limitations 
and drawbacks. All techniques are designed to work in pre-fixed 
audio parameters. It is a fact that the aural content is totally 
independent from such parameters. And, they are mostly 
designed either for short sound files bearing a unique content or 
manually selected (short) sections. However, in a multimedia 
database, each clip can contain multiple content types, which are 
temporally (and also spatially) mixed with indefinite durations. 
Even the same content type (i.e. speech or music) may be 
produced by different sources (people, instruments, etc.) and 
should therefore, be analyzed accordingly. 

For the past three decades, researchers proposed several 
indexing techniques that are formed mostly in a hierarchical tree 
structure that is used to cluster (or partition) the feature space. 
Initial attempts such as KD-Trees [4] and R-tree [5] are the first 
examples of Spatial Access Methods (SAMs). But, especially 
for content-based indexing and retrieval in large-scale 
multimedia databases, SAMs have several drawbacks and 
significant limitations. By definition an SAM-based indexing 
scheme partitions and works over a single feature space. 
However, a multimedia database can have several feature types, 
each of which might also have multiple feature subsets. In order 
to provide a more general approach to similarity indexing for 
multimedia databases, several efficient Metric Access Methods 
(MAMs) are proposed. The generality of MAMs comes from the 
fact that any MAM employs the indexing process by assuming 
only the availability of a similarity distance function, which 
satisfies three trivial rules: symmetry, non-negativity and 
triangular inequality. Therefore, a multimedia database might 
have several feature types along with various numbers of feature 
sub-sets all of which are in different multi-dimensional feature 
spaces. The MAMs so far addressed present several 
shortcomings. Contrary to SAMs, these metric trees are 
designed only to reduce the number of similarity distance 
computations, paying no attention to I/O costs (disk page 
accesses). They are also intrinsically static methods in the sense 
that the tree structure is built once and new insertions are not 
supported. Furthermore, all of them build the indexing structure 
from top to bottom and hence the resulting tree is not guaranteed 
to be balanced. 

As a summary, the indexing structures so far addressed 
are all designed to speed up any QBE process by using some 
multidimensional index structure. However, all of them have 
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significant drawbacks for the indexing of large-scale multimedia 
databases. 

2. New approaches 

2.1. Indexing scheme: cellular tree 

To improve the retrieval feasibility and efficiency  audio 
databases need to be indexed in some way and traditional 
methods are no longer adequate. It is clear that the nature of the 
search mechanism is influenced heavily by the underlying 
architecture and indexing system employed by the database. 
Therefore, we present a novel indexing technique, Cellular Tree 
(CT), which is designed to bring an effective solution especially 
for indexing multimedia databases. 

CT is a dynamic, cell–based and hierarchically structured 
indexing method, which is purposefully designed for query
operations and advanced browsing capabilities within large-
scale multimedia databases. It is mainly a hierarchical clustering 
method where the items are partitioned depending on their 
relative distances and stored within cells on the basis of their 
similarity proximity. The similarity distance function 
implementation is a black-box for the CT. Furthermore, CT is a 
self-organized tree, which is implemented by genetic 
programming principles. This basically means that the 
operations are not externally controlled; instead each operation 
such as item insertion, removal, mitosis, etc. are carried out 
according to some internal rules within a certain level and their 
outcomes may uncontrollably initiate some other operations on 
the other levels. Yet all such “reactions” are bound to end up in 
a limited time, that is, for any action (i.e. an item insertion), its 
consequent reactions cannot last indefinitely due to the fact that 
each of them can occur only in a higher level and any CT body 
has naturally limited number of levels. 

2.1.1. Cell Structure 
A cell is the basic container structure in which similar 

database items are stored. Ground level cells contain the entire 
database items. Each cell further carries a Minimum Spanning 
Tree (MST) where the items are spanned via its nodes. This 
internal MST stores the minimum (dis-)similarity distance of 
each individual item to the rest of the items in the cell. All cell 
items are used as vantage points for any (other) cell item. These 
item-cell distance statistics are mainly used to extract the cell 
compactness feature. In this way we can have a better idea about 
the similarity proximity of any item instead of comparing it only 
with a single item (i.e. the cell nucleus) and hence a better 
compactness feature. The compactness feature calculation is 
also a black-box implementation and we use a regularization 
function obtained from the statistical analysis using the MST 
and some cell data. This dynamic feature can then be used to 
decide whether or not to perform mitosis within a cell at any 
instant. If permission for mitosis is granted, the MST is again 
used to decide where the partition should occur and the longest 
branch is a natural choice. Thus an optimum decision can be 
made to enhance the overall compactness of the cell with no 
additional computational cost. Furthermore, the MST is used to 
find out an optimum nucleus item after any operation is 
completed within the cell. In CT, the cell size is kept flexible, 
which means there is no fixed cell size that cannot be exceeded. 
However, there is a maturity concept for the cells in order to 
prevent a mitosis operation before the cell reaches a certain level 
of maturity. Therefore, using a similar argument for the organic 
cells, a maturity cell size (e.g. 6) is set for all the cells in CT
body (level independent) 

2.1.2. Level structure 
HCT body is hierarchically partitioned among one or 

more levels, as one sample example shown in Figure 1. Apart 
from the top level, each level contains various numbers of cells 
that are created by mitosis operations occurring at that level. The 
top level contains a single cell and when this cell splits, and then 
a new cell is created at the level above. The nucleus item of each 
cell in a particular level is represented on the higher level. 

Figure 1. A Sample 3-level CT body 

Each level dynamically tries to maximize the 
compactness of their cells although this is not a straightforward 
process to do since the incoming items may not show a 
similarity to the items present in the cells and therefore, such 
dissimilar item insertions will cause a temporary degradation on 
the overall (average) compactness of the level. So each level, 
while analyzing the effects of the (recent) incoming items on the 
overall level compactness, should employ necessary 
management steps towards improving compactness in due time 
(i.e. with future insertions). Within a period of time (i.e. during a 
number of insertions or after some number of mitosis), each 
level updates its compactness threshold according to the 
compactness feature statistics of mature cells, into which an 
item was inserted. 

2.1.3. CT Operations 
There are mainly three CT operations: cell mitosis, item 

insertion and removal. Cell mitosis can only happen after any of 
the other two CT operations occurs. Both item insertion and 
removal are generic HCT operations that are identical for any 
level. Insertions should be performed one item at a time. 
However, item removals can be performed on a cell-based, i.e., 
any number of items in the same cell can be removed 
simultaneously. 

By means of the proposed dynamic insertion technique, 
the MST is initially used and updated only whenever necessary. 
A sample dynamic insertion operation is illustrated in Figure 2. 

Figure 2. A sample dynamic item (5) insertion into a 4-node 
MST

Due to the presence of MST within each cell, mitosis has 
no computational cost in terms of similarity distance 
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calculations. The cell is simply split by breaking the longest 
branch in MST and each of the newborn child cells is formed 
using one of the MST partitions.  

2.2. Query 

In order to eliminate drawbacks mentioned above and 
provide a faster query scheme, a novel retrieval scheme, 
Progressive Query, was developed. It is a retrieval (via QBE) 
technique, which can be performed over the databases with or 
without the presence of an indexing structure. Scheme provides 
intermediate query results during the query process. The user 
may browse these results and may stop the ongoing query in 
case the results obtained so far are satisfactory and hence no 
further time should unnecessarily be wasted, so it may perform 
the overall query process faster (within a shorter total query 
time).  

The principal idea behind the new design is to partition 
the database items into some subsets within which individual 
(sub-)queries can be performed. Therefore, a sub-query is a 
fractional query process that is performed over any sub-set of 
database items. Once a sub-query is completed over a particular 
sub-set, the incremental retrieval results (belonging only to that 
sub-set) should be fused (merged) with the last overall retrieval 
result to obtain a new overall retrieval result, which belongs to 
the items where query operation so far covers from the 
beginning of the operation. The order of the database items 
processed is a matter of the indexing structure of the database. If 
the database is not indexed at all, simply a sequential or random 
order can be chosen. In case the database has an indexing 
structure, a query path can be formed in order to retrieve the 
most relevant items at the beginning during a query operation. 

Figure 3. Progressive Query Overview 

Obviously, query path is nothing but a special sequence 
of the database items, and when the database lacks an indexing 
structure, it can be formed in any convenient way such as 
sequentially  or randomly. Otherwise, the most advantageous 
way to perform query is to use the indexing information so that 
the most relevant items can be retrieved in earlier sub-query
steps. 
Query operation over CT is executed synchronously over two 
parallel processes: CT tracer and a generic process for sub-
query formation using the latest query path segment. CT tracer
is a recursive algorithm, which traces among the CT levels in 
order to form a query path (segment) for the next sub-query
update.

Figure 4. Query path formation on a sample HCT body 

3. Experiments 

Like it was mentioned before the similarity distance 
function, all decision rules are “black boxes” for our indexing 
scheme. So it is possible to work with any type of multimedia 
data. In our work we made an indexing scheme for dataset that 
contains audio records with music. 

3.1. Feature extraction 

Feature vectors were formed on the basis of wavelets. 
The idea to build feature vector on wavelets for audio 
classification was previously reported by Li et al [9] and 
Tzanetakis et al in [10]. These authors used discrete wavelet 
transform (DWT) coefficients for their method of feature 
extraction for content-based audio classification. Compared to 
DWT, continuous wavelet transform allows much more 
flexibility due to its arbitrary time-scale resolution. 
Experimental results show that features based on continuous 
wavelet and wavelet-like transforms can serve as one of the 
basic features for music classification. 

A window of constant dyadic length is applied to input 
audio data picking out an audio segment. Then continuous 
wavelet or pseudo-wavelet transform is applied to this audio 
segment. The result of this transform is time-frequency 
representation of the given signal. Despite there are many ways 
to extract information from CWT representation of a signal, at 
the beginning of our study of CWT-based features we decided to 
limit ourselves by a simplest way of feature extraction from 
CWT of a signal. 

We used reduction of wavelet information by averaging 
of neighbouring wavelet coefficients on time-frequency plane.  

The whole time-frequency plane is cut into subbands 
along the scale axis and subsegments along the time axis. The 
width of subbands and subsegments is equal and this results in 
uniform tiling of CWT time-frequency plane. Then the 
procedure averages all the coefficients in every tile resulting in 
one mean value for every tile. These mean values form a feature 
vector (fig. 5). 
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Figure 5. Feature vector building scheme 

3.2. Experimental results 

The main point of our experimental researches was to 
compare new Progressive Query with normal Query by Example 
(NQ) when first one is working over Cellular Tree indexing 
scheme. All experiments are carried out on an Athlon64 
2800+computer with 1024 MB memory.  

 The first difference is that if NQ is chosen, then the user 
has to wait till the whole process is completed but if PQ is
chosen then the retrieval results will be updated periodically 
(with the user-defined period value) each time a new sub-query 
is accomplished. 

PQ and NQ eventually converge to the same retrieval 
result at the end. Also in the abovementioned scenarios they are 
both designed to perform exhaustive search over the entire 
database. However PQ has several advantages over NQ in the 
following aspects: 

System Memory Requirement: The memory requirement 
is proportional to the database size and the number of features 
present in a NQ operation. Due to the partitioning of the 
database into sub-sets, PQ will reduce the memory requirement 
by the number of sub-query operations performed.  

“Earlier and Better” Retrieval Results: Along with the 
ongoing process PQ allows intermediate query results (PSQ
steps), which might sometimes show equal or ‘even better’ 
performance than the final (overall) retrieval result. This is 
obviously an advantage for PQ since it proceeds within sub-
queries performed in (smaller) sub-sets whereas NQ always has 
to proceed through the entire database. 

Query Accessibility: This is the major advantage that PQ
provides. Stopping an ongoing query operation is an important 
capability in the user point of view. The user can stop it any 
time (i.e. when the results are so far satisfactory).  

Overall Retrieval Time (Query Speed): The overall query 
time is the time elapsed from the beginning of the query to the 
end of the operation. For PQ, since the retrieval is a continuous 
process with PSQ series, the overall retrieval means that PQ
proceeds over the entire database and its process is finally 
completed. As mentioned earlier, at this point both PQ and NQ
should generate identical retrieval results for a particular queried 
item. If PQ is completed with only one sub-query, then it 
basically performs a NQ operation. As experimentally verified, 
PQ’s overall retrieval time is 0-20% faster than NQ retrievals 
(depending on the number of sub-query series) if NQ memory 
requirement does not exceed the system memory. 

4. Conclusions 

In this paper we focused our efforts on developing a 
generic and robust audio-based multimedia indexing and 
retrieval scheme. Indexing structure – Cellular Tree – is a 
dynamic, parameter independent and flexible cell (node) sized 
indexing structure, which is optimized to achieve as many 

focused cells as possible using aural descriptors with limited 
discrimination factors. Retrieval scheme – Progressive  Query –  
an efficient retrieval technique (via QBE), which works with 
both indexed and non-indexed databases, it is the unique query 
method which may provide “faster” retrievals and provides 
“Browsing” capability between instances (sub-queries) of the 
ongoing query. CT is particularly designed to work with PQ in
order to provide the earliest possible retrievals of relevant items. 
Since the ultimate measure of any system performance is the 
satisfaction of the system user, the most important property 
achieved is therefore its continuous user interaction, which 
provides a solid control and enhanced relevance feedback 
mechanism along with the ongoing query operation. The 
experiments demonstrate the superior performance achieved by 
PQ over CT in terms of speed, minimum system requirements, 
user interaction and possibility of better retrievals as compared 
with the traditional query scheme. 
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Abstract This paper describes the TANGA interactive modular real time audio engine originally developed for
use in the I3D MPEG-4 player software. It details the engine’s Component concept, presents the room acoustic
simulation methods currently implemented, and introduces its multi threading capabilities. Furthermore, it
briefly outlines mechanisms that can be used to provide interactivity in audiovisual scenes.

1 Introduction

At the Institute of Media Technology at Technische
Universität Ilmenau, we have designed an interactive
MPEG-4 player (’I3D’) capable of rendering audiovi-
sual scenes. The system can display three-dimensional
virtual scenes with embedded 2D video streams of ar-
bitrary shape. Both 2D (CRT monitors, TFTs, pro-
jectors, etc.) as well as 3D (shutter glasses, auto-
stereoscopic) displays can be driven. The I3D allows
for interaction with the user and it provides a modular
audio engine called TANGA for real time rendering of
(room) acoustic simulations and eects. This range of
capabilities makes it unique among the MPEG-4 play-
ers available today.

TANGA is the most advanced audio rendering en-
gine available in an MPEG-4 player. It has been de-
veloped to allow a coherent presentation of interac-
tive audiovisual content. The modular nature of the
engine allows adding new functionality by simply in-
terconnecting already existing audio signal processing
plugins (so-called Components) in a new way or by
adding (programming in C++) new Components and
incorporating them into the existing signal processing
structure. This system of Components is highly flex-
ible and very well suited for interactive, object-based
applications in general. Section 2 details the Compo-
nent Concept implemented in the TANGA.

TANGA can provide the user with an acoustic im-
pression correlating to a 3D scenery presented visually.
Therefore, a number of reverberation algorithms have
already been implemented. These can be performed
and influenced in real time to make interactive appli-
cations possible. Section 3 introduces the currently
available options.

TANGA is also the first audio engine to be ex-
plicitly multi-thread and multi-core capable. It pro-
vides means of optimally distributing the computa-
tional load caused by the audio signal processing by
applying newly developed heuristics. It can handle an
arbitrary number of cores/processors and is therefore

well suited for future CPU/PC developments. Some
details are presented in section 4.

Parameters of the signal processing Components can
be controlled from within a 3D audiovisual scene when
the TANGA engine is used as part of the I3D MPEG-4
player. The audiovisual scene in turn can be influenced
interactively via MIDI or via so-called events. These
can have a time-related, object-related or Boolean logic
driven origin. This oers a wealth of interactivity op-
tions. Section 5 very briefly introduces the use of the
I3D as part of an evaluation system for subjective as-
sessments of perceived audiovisual quality.

2 The Component Concept

TANGA is a tongue-in-cheek acronym for The Ad-
vanced Next Generation Audio. It is an object-
oriented, platform independent, and modular soft-
ware framework used to model real time audio signal
processes in C++. TANGA is designed to allow an
abstract representation of these processes. It encapsu-
lates the underlying signal processing, thus providing
a uniform, relatively simple to use interface to its func-
tionality. A major incentive for using a software frame-
work usually consists in the straightforward reusability
of software components. This concept is consistently
applied in the TANGA.

By means of using interfaces, additional function-
ality can be integrated, and new signal processing al-
gorithms can be realized easily. In the TANGA sys-
tem, the processing of audio signals is done through
so-called TANGA Components. Each TANGA Com-
ponent constitutes a signal processing unit with a given
number of input and output channels. The audio sig-
nal arriving at the input is transformed by the signal
processing logic implemented in the Component. It is
then available (e.g. for further processing in other Com-
ponents) at the output of the Component. So-called
ComponentConnectors provide signal connections be-
tween Components. MessageDispatchers provide con-
trol message connections between Components. The
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TANGA System can be expanded to virtually any au-
dio functionality by means of writing a new ’plug-in’
(read: Component). Because of this, TANGA is a pow-
erful yet flexible software system.

In the TANGA system, the hardware (sound card)
related parts are strictly separated from those re-
lated to the functionality (signal processing algorithm).
Therefore it is divided into four entities: The Hard-
ware, the Host, the Engine and the Signal Processing
modules.

2.1 TNG Hardware Module

The hardware module uses the sound card drivers reg-
istered in the system for audio input and output to any
multichannel sound card. As it is linked to the host,
the host has access to the hardware via the drivers.
Functionality such as opening a driver and obtaining
information on the current hardware setup is provided.
The TANGA host module supports various drivers and
is cross platform compatible. The performance of a sin-
gle sound card can vary for dierent drivers, depend-
ing on the quality of the driver implementation. The
drivers supported are ASIO, WMM and DirectSound
on Windows and ALSA on Linux systems.

Upon the first start of the I3D, the hardware is
instructed to describe the capabilities of the sound
card (number of input and output channels available,
drivers available in the system, and available sample
rates). The user must choose from and set these para-
meters, which are then registered with the system.

2.2 TNG Host Module

The host module implements the bridge between the
hardware and the TANGA Engine. It consists of the
PortAudio Application Programming Interface (API)
[1]. Communication between hardware and host is re-
alized via the driver.

One of the most important requirements for the au-
dio API used in the TANGA System is that it should
provide a DAC output time stamp. This should be
the time when the samples being buered are actually
played at the audio output of the sound card. This fea-
ture is essential for synchronization purposes. PortAu-
dio was chosen because it provides such a time stamp
and has in general a very good support for real time
operations. Whereas PortAudio also provides audio
streams in blocking read / write mode, this feature is
not useful for the TANGA System. TANGA relies on
the non-blocking audio streams which use a callback
method for filling the output buers. The callback
function invoked by PortAudio is used to control the
TANGA Engine. PortAudio ensures that this function
is always called in time such that the hardware out-

Engine

+createInstance() : Engine

+destroyInstance(Engine : Engine) : void

+start() : void

+stop() : void

+init(numOutChannels : unsigned int,startChannel : unsigned int,audioDevice : unsigned int) : boolean

+getDeviceList() : String

+setStartComponent(startComponent : ComponentWeakPtr) : void

PaEngine

+start() : void

+stop() : void

+init(numOutChannels : unsigned int,startChannel : unsigned int,audioDevice : unsigned int) : boolean

+getDeviceList() : String

+setStartComponent(startComponent : ComponentWeakPtr) : void

−m_componentGraph : ComponentGraph

−m_outputBuffers : vector<Buffer>

Figure 1: UML class diagrams of abstract inter-
face class Tanga::Engine and implemented class
Tanga::PaEngine.

put buers are filled as needed by the sound card to
continuously output the correct audio signal.

Before signal processing starts in the signal process-
ing module, the hardware is instructed by the host to
open the driver specified in the registry. Then the call-
back function is activated and called whenever the out-
put buer of the sound card needs to be filled. The
callback function in turn calls a ’perform’ method to
do the actual audio processing.

2.3 TNG Engine Module

The engine module is responsible for controlling the
signal processing module. At the same time it has to
pass on the computed audio samples to the host mod-
ule for audio output on the sound card or to a sound
file. Thus the engine module has to cope with dierent
use cases, a fact that suggests implementing the engine
as an abstract interface class.

Fig. 1 shows the Unified Modeling Language
(UML) class diagram of the classes Tanga::Engine
and Tanga::PaEngine. Tanga::PaEngine is an im-
plementation of the Tanga::Engine interface class.
It uses the API specified in the host module,
here the PortAudio API. Alternative APIs can eas-
ily be used when Tanga::PaEngine is modified ac-
cordingly. Tanga::PaEngine has a member of the
class Tanga::ComponentGraph (m componentGraph),
in which a ComponentConnector registers the signal
paths that exist between signal processing Compo-
nents. m outputBuers contains the buers that the
final component in the signal processing chain is writ-
ing the samples into.

- 2 -
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2.4 TNG Signal Processing Module

The signal processing module contains the actual
audio processing functionality of the TANGA
system. It is connected to the engine mod-
ule via the Tanga::ComponentGraph class.
Tanga::ComponentGraph is one of the most im-
portant elements of the TANGA framework. It
abstracts the connections between Components that
make up the Signal Flow Chart (SFC) of the signal
processing algorithm to form a directed graph, the
so-called Component Graph. The Component Graph
consists of nodes (the Components) and edges (the
signal connections between the Components). The
edges of the Component Graph are directed against
the signal flow direction, and only ever one edge exists
between two nodes, independently from the actual
number of signal connections (number of channels)
between the respective Components.

3 Room coustic Simulation
In interactive audiovisual scenes, the time and invest-
ment necessary to develop completely accurate audi-
tory and visual models is as much of a limiting factor
for how much detail will be rendered in many systems
as is the computational power alone. Not least because
of this the audio simulation in these scenes does not
try to be as exact as possible, but merely as credible
as necessary to convey a convincing overall impression.

3.1 Implementation of Perceptual pproach

MPEG-4 Audio provides the Perceptual Approach as
an alternative to room acoustic rendering of audio
based on the geometry and material characteristics of
the virtual scene. Here a number of parameters (the
so-called perceptual parameters) is provided with which
the characteristics of a filter network representing an
artificial room impulse response can be influenced
(amplitude-, frequency-, and time-wise). MPEG-4 Ad-
vanced Audio BIFS specifies these parameters, and the
standard provides detailed information which the im-
plementation in TANGA is based on. Fig. 2 shows an
intermediate transformation step of the schematic view
of the model as described in the standard.

3.2 Implementation of Physical pproach

For geometry-based room acoustic simulation,
MPEG-4 does not provide any guidelines. Any
method based on the physical appearance of the
room could be used that is able to do the necessary
calculi in real time. So far, TANGA uses a simplified
image source method for the computation of the
early reflections part of the room impulse response.
This method should only be applied to convex rooms
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Figure 2: Schematic view of the MPEG-4 Percep-
tual Approach signal processing algorithm.

because no visibility check is performed on the image
sources. Elevated sources are projected onto the
horizontal plane using the cosine law to modify their
gain according to the elevated distance from that
plane.
Late reverberation is created using a nested all pass

filter network as described by Gardner [2]. He sug-
gests three dierent networks (diering in computa-
tional complexity) depending on the reverberation time
to be generated - small room, medium room and large
room. TANGA selects these networks according to the
scene description and integrates the associated Compo-
nent(s) automatically into the Signal Flow Chart. For
each loudspeaker channel to be used for reproduction,
one such network needs to be computed in order to
have largely uncorrelated signals at the loudspeakers.
Therefore the overall computational complexity of

the geometry-based simulation depends on three fac-
tors:

1. The number of image sources.

2. The number of acoustically relevant objects
(walls) present in the scene description.

3. The number of loudspeakers used for the repro-
duction.

Generally, the Perceptual Approach is slightly less
demanding for shoe-box shaped rooms reproduced via
four loudspeakers, compared to a simplified image
source method based computation of order two. Un-
fortunately, the Perceptual Approach can, under cer-
tain circumstances, develop an unnatural, metallic col-

- 3 -
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2.4 TNG Signal Processing Module

The signal processing module contains the actual
audio processing functionality of the TANGA
system. It is connected to the engine mod-
ule via the Tanga::ComponentGraph class.
Tanga::ComponentGraph is one of the most im-
portant elements of the TANGA framework. It
abstracts the connections between Components that
make up the Signal Flow Chart (SFC) of the signal
processing algorithm to form a directed graph, the
so-called Component Graph. The Component Graph
consists of nodes (the Components) and edges (the
signal connections between the Components). The
edges of the Component Graph are directed against
the signal flow direction, and only ever one edge exists
between two nodes, independently from the actual
number of signal connections (number of channels)
between the respective Components.

3 Room coustic Simulation
In interactive audiovisual scenes, the time and invest-
ment necessary to develop completely accurate audi-
tory and visual models is as much of a limiting factor
for how much detail will be rendered in many systems
as is the computational power alone. Not least because
of this the audio simulation in these scenes does not
try to be as exact as possible, but merely as credible
as necessary to convey a convincing overall impression.

3.1 Implementation of Perceptual pproach

MPEG-4 Audio provides the Perceptual Approach as
an alternative to room acoustic rendering of audio
based on the geometry and material characteristics of
the virtual scene. Here a number of parameters (the
so-called perceptual parameters) is provided with which
the characteristics of a filter network representing an
artificial room impulse response can be influenced
(amplitude-, frequency-, and time-wise). MPEG-4 Ad-
vanced Audio BIFS specifies these parameters, and the
standard provides detailed information which the im-
plementation in TANGA is based on. Fig. 2 shows an
intermediate transformation step of the schematic view
of the model as described in the standard.

3.2 Implementation of Physical pproach

For geometry-based room acoustic simulation,
MPEG-4 does not provide any guidelines. Any
method based on the physical appearance of the
room could be used that is able to do the necessary
calculi in real time. So far, TANGA uses a simplified
image source method for the computation of the
early reflections part of the room impulse response.
This method should only be applied to convex rooms
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tual Approach signal processing algorithm.

because no visibility check is performed on the image
sources. Elevated sources are projected onto the
horizontal plane using the cosine law to modify their
gain according to the elevated distance from that
plane.
Late reverberation is created using a nested all pass

filter network as described by Gardner [2]. He sug-
gests three dierent networks (diering in computa-
tional complexity) depending on the reverberation time
to be generated - small room, medium room and large
room. TANGA selects these networks according to the
scene description and integrates the associated Compo-
nent(s) automatically into the Signal Flow Chart. For
each loudspeaker channel to be used for reproduction,
one such network needs to be computed in order to
have largely uncorrelated signals at the loudspeakers.
Therefore the overall computational complexity of

the geometry-based simulation depends on three fac-
tors:

1. The number of image sources.

2. The number of acoustically relevant objects
(walls) present in the scene description.

3. The number of loudspeakers used for the repro-
duction.

Generally, the Perceptual Approach is slightly less
demanding for shoe-box shaped rooms reproduced via
four loudspeakers, compared to a simplified image
source method based computation of order two. Un-
fortunately, the Perceptual Approach can, under cer-
tain circumstances, develop an unnatural, metallic col-
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oration of sound. Also, its parameters are rather dif-
ficult to handle for purposeful manipulation of sound
character.

4 Multi-Thread Processing

Computing power available on consumer PCs has been
continuously increasing as predicted by Moore’s Law
for the last decades. Whereas in the past this increase
has expressed itself in ever higher CPU clock speeds,
the last two years have clearly shown that future in-
creases in computing power will only be possible by in-
tegrating a higher number of processor cores into one
CPU.

In the area of real time audio rendering, this in-
sight needs to be translated into a systematic approach
for distributing and parallelizing the steps of a sig-
nal processing chain in order to benefit from future
increases in computing power. Whereas this process is
rather simple for traditional real time algorithms and
complexities, it is all but trivial for scene graph / ob-
ject based applications as defined e.g. in the ISO/IEC
14496-11 standard (MPEG-4 BIFS) [3].

MPEG-4 describes the audio signal processing chain
by means of a so-called scene graph contained in the
scene description, a tree structure embracing all au-
dio objects and their dependencies. MPEG-4 players
need to interpret the scene description dynamically to
render the contained audio in real time, from simple
playback of audio files to complex eects resulting in
e.g. room acoustic impressions of a 3-dimensional audio
visual scene.

Basically, the I3D interprets the MPEG-4 scene de-
scription and builds a so-called Component Graph
which contains all audio signal processing units (Com-
ponents) necessary for the rendering of audio. As these
Component Graphs can become arbitrarily complex,
e.g. for room acoustic simulations as described in sec-
tion 3, special care has to be taken to make sure that
the correct audio is present at the outputs at all time.
This can become critical when the processing is dis-
tributed into more than one thread to make the com-
putations multi core capable. Basically, this is an op-
timization problem, but a number of constraints need
to be observed. Two solutions have been implemented
and compared in the TANGA.

4.1 Dynamic Component Parallel Rendering

One of the methods, the Dynamic Component Paral-
lel Rendering (DCPR), is relatively simple to imple-
ment. It is based on a topological sorting generated
with a modified breadth first search within a reverse

edge Component Graph, starting from the root Com-
ponent. In this graph traversal process, each Com-
ponent may be visited several times. A Component
gets pushed to the beginning of a list during its in-
spection in the traversal process. If the Component
already exists in the list, the existing entry is deleted
before adding the Component again. For the Com-
ponent Graph in fig. 3, the method described delivers
TS = S, D, , D6, F, F6, M. It is obvious that
D, , D6 as well as F, , F6 can be executed in paral-
lel, because their input does not depend on each other.

S1

D4D3D2 D5 D6D1

F4F3F2 F5 F6F1

M3

Figure 3: Example for a Component Graph with
dierent types of Components. TANGA Com-
ponents used: S= Sou nd FileD= De layF= Filte r
M = M ix.

For multi-threading purposes, the generated topo-
logical sorting might be written to a global list. Be-
cause the computing of digital audio signals usually is
performed block-wise, every signal processing Compo-
nent has an output buer which is filled in each ren-
der pass. For every render pass, each so-called worker
thread2 takes a Component from the list and performs
it. This is done until the list is empty. For a new
render pass the list is refilled and the worker threads
are started again. To avoid conflicts in the render se-
quence, the execution of a Component can only be
started if the output buer of the preceding Compo-
nent(s) have been correctly filled. The worker thread
itself verifies that all parent Components have been
completely performed before starting. If rendering has
not completed, the thread will wait until all parent
Components have been performed.
Especially for Component Graphs of higher com-

plexity as e.g. in fig. 4 this can become disadvanta-
geous. Another major disadvantage of this approach

In reverse edge Component Graphs the direction of
edges is reversed.

2The threads reserved for actually performing the com-
putations dened in a signal processing Component are
called ’worker threads’.

- 4 -
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is its fine granularity, which generates a lot of syn-
chronization overhead. This is roughly the same for
all Components, but for computationally less intensive
Components the relative weight of the synchronization
overhead is much higher compared to more complex
signal processing Components. The advantages of the
DCPR are its simplicity and the dynamic adjustment
to the graph’s structure and to dierent numbers of
threads.
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4.2 Dynamic Component Cluster Rendering

The other method, the Dynamic Component Cluster
Rendering (DCCR), avoids the granularity problem
by clustering Components, thus forming larger groups
of signal processing units to be rendered in parallel
threads. The basic idea is to have worker threads exe-
cuting whole sections of the Component Graph and not
individual Components. Therefore a graph has to be
divided into sub-graphs. For this, information about
the computational complexity of each Component and
the number of threads executing the graph is necessary.
Each TANGA Component has an immanent mea-

sure describing its average processing time, the
Processing Time Index (PTI): this measure varies from

Component to Component. A complex filter algorithm
will have a dierent PTI than a simple signal mixing
algorithm. This measure needs to be determined a pri-
ori and becomes an attribute of the signal processing
Component itself.
Clustering of a graph is a so-called NP3-complete de-

cision problem. This means that there is no algorithm
which yields the exact right solution for the optimal
clustering of a graph in polynomial time. To find a so-
lution for this kind of problem, heuristics (also known
as rules of thumb) must be used. These heuristics ren-
der satisfactory results in a very large number of cases.
The clustering method developed for the TANGA

engine is called Color Clustering and consists of three
steps:

1. Structural segmentation of a graph or sub-graph.

2. Optimization by clustering sub-graphs.

3. Estimation of the clustering efficiency based on
the PTI. From this, the Graph Processing Time
Index (GPTI) is derived and compared to find
the optimum solution.

The method is described in more detail in [4]. The
advantage of the DCCR is a higher performance com-
pared to the DCPR. Its downside is a slightly more
complex (code-wise) implementation. A detailed com-
parison of the performance of the two methods can also
be found in [4].
Unlike in other implementations, the TANGA multi

threading approaches can handle an arbitrary number
of cores or CPUs for optimal distribution of Compo-
nents to threads. Both methods are therefore very well
primed for future developments of multi core CPUs.
In analogy to the TANGA Component Graph, the au-
dio signal processing tree is conceived as a graph upon
which the optimization is performed. The result is an
optimum distribution of computing processes to avail-
able cores or threads.

5 Interactive Scenes
Figs. 5 and 6 show example screenshots of two inter-
active audiovisual scenes rendered by the I3D. At TU
Ilmenau, the I3D is mainly used as an experimental
platform for evaluating the eects of human audiovi-
sual perception. A number of experiments regarding
the perceived overall quality, also under varying de-
grees of interaction, have been performed. In these
scenes, dierent levels of details of room acoustic sim-
ulation as well as dierent simulation methods have
been compared. More details can be found in e.g. [5, 6].
In addition to the standard MPEG-4 input sensors

(key sensor and mouse sensor), a MIDI sensor has been

3Non-deterministic Polynomial time
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algorithm. This measure needs to be determined a pri-
ori and becomes an attribute of the signal processing
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which yields the exact right solution for the optimal
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engine is called Color Clustering and consists of three
steps:
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2. Optimization by clustering sub-graphs.

3. Estimation of the clustering efficiency based on
the PTI. From this, the Graph Processing Time
Index (GPTI) is derived and compared to find
the optimum solution.

The method is described in more detail in [4]. The
advantage of the DCCR is a higher performance com-
pared to the DCPR. Its downside is a slightly more
complex (code-wise) implementation. A detailed com-
parison of the performance of the two methods can also
be found in [4].
Unlike in other implementations, the TANGA multi

threading approaches can handle an arbitrary number
of cores or CPUs for optimal distribution of Compo-
nents to threads. Both methods are therefore very well
primed for future developments of multi core CPUs.
In analogy to the TANGA Component Graph, the au-
dio signal processing tree is conceived as a graph upon
which the optimization is performed. The result is an
optimum distribution of computing processes to avail-
able cores or threads.

5 Interactive Scenes
Figs. 5 and 6 show example screenshots of two inter-
active audiovisual scenes rendered by the I3D. At TU
Ilmenau, the I3D is mainly used as an experimental
platform for evaluating the eects of human audiovi-
sual perception. A number of experiments regarding
the perceived overall quality, also under varying de-
grees of interaction, have been performed. In these
scenes, dierent levels of details of room acoustic sim-
ulation as well as dierent simulation methods have
been compared. More details can be found in e.g. [5, 6].
In addition to the standard MPEG-4 input sensors

(key sensor and mouse sensor), a MIDI sensor has been
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implemented in the Windows version of the I3D. It is
based on the MIDI wrapper library by Leslie Sanford
[7]. This wrapper library encapsulates the MIDI func-
tions of the Windows Multimedia API in an object
oriented way and thus provides easy to use send and re-
ceive mechanisms for all types of MIDI messages for the
I3D. These can be routed and transformed using the
ECMA script language [8] to influence any MPEG-4
node field specified as exposedField. Message routing
and transformation is part of the scene description it-
self, which results in very high flexibility.

Messages can also be triggered by events which in
turn can have a wealth of sources. This way, both sim-
ple and complex interaction schemes can be devised.

As the I3D can also render 2D scenes or com-
bined 2D/3D scenes containing 2D videos of arbitrary
shape, a large number of interactive applications can be
thought of. These might be interactive games, individ-
ualized news broadcasts, or edutainment applications,
to name a few.

Figure 5: Screenshot of an interactive scene rep-
resenting the entrance hall of the main lecturing
building at TU Ilmenau.

Figure 6: Screenshot of an interactive scene repre-
senting a sports gym. Users can e.g. interact with
the football.

6 Conclusion and Outlook
This paper has presented the most outstanding fea-
tures of the TANGA real time audio engine. TANGA
can be used stand-alone or as part of the I3D MPEG-4
player. The latter provides elegant ways to interac-
tively influence audio rendering mechanisms as well as
audiovisual appearance and content of scenes in gen-
eral.
Future additions to the TANGA will include the im-

plementation of a beam tracing method for rendering
of audio in 3D scenes consisting of connected spaces.
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Abstract. Recently, a novel method for the extraction of an ambience signal using Non-negative Matrix
Factorization for ambience-based blind upmixing of one-channel audio signals has been proposed. This paper
investigates how to improve the overall subjective quality of the surround presentation by applying suitable
post-processing techniques. The basic requirements for the upmixed multi-channel signal are formulated and
appropriate audio signal processing methods are proposed. This includes signal adaptive equalization, transient
suppression and signal decorrelation. Listening tests confirm the listeners’ preference of the post-processed upmix
compared to unprocessed audio and previous upmix algorithms when played back on a 5.0 system.

1 Introduction

Multi-channel surround sound reproduction enables a
more realistic reconstruction of a sound field than two-
channel stereophony. The increasing availability of sur-
round sound systems (e.g. home theatre and multime-
dia computer setups) evokes the consumers’ desire to
exploit their advantages for the reproduction of legacy
content. The mismatch between the surround sound
setup and the legacy content format (mono or stereo)
creates the need for content format conversion which
is addressed by this paper.

The term m-to-n upmixing describes the conversion
of an m-channel audio signal to an audio signal with
n channels, where m < n. Two concepts of upmixing
are widely known: Upmixing with additional informa-
tion guiding the upmix process and unguided (“blind”)
upmixing without use of any side information.

Among the upmix methods are ambience-based
techniques [2, 1, 3]. Their core component is the ex-
traction of an ambient signal which is fed into the
rear channels of a multi-channel surround sound signal.
Ambient sounds are those forming an impression of a
(virtual) listening environment, including room rever-
beration, audience sounds (e.g. applause), environmen-
tal sounds (e.g. rain), artistically intended effect sounds
(e.g. vinyl crackling) and background noise. The repro-
duction of ambience using the rear channels evokes an
impression of envelopment (“immersed in sound”) by
the listener.

The work described here focuses on the unguided
ambience-based upmix of mono signals. Recently, a
method for the extraction of the ambience signal from
mono recordings using Non-negative Matrix Factoriza-
tion (NMF) [8] and post-processing techniques for the
extracted ambience signal [12] have been described.

This publication investigates how these techniques and
others can be combined to optimize the overall subjec-
tive quality of the surround sound signal. The gain
over previous methods is quantified by means of listen-
ing test results.

The paper is organized as follows: Section 2 provides
an overview of the ambience extraction method. The
post-processing techniques are described in Section 3.
The listening test procedure and results are illustrated
in Section 4. Conclusions are drawn in Section 5.

2 Ambience-based blind upmixing
This section provides an overview of the NMF, of the
ambience extraction method and of the upmix process
applied here.

2.1 Non-negative Matrix Factorization

NMF aims at approximating the matrix V ∈ R
n×m by

the product of two matricesW ∈ R
n×r and H ∈ R

r×m,
with vik, wik, hik ≥ 0, ∀i, k and factorization rank r [4].

vik ≈ (WH)ik =
r

X

a=1

wiahak (1)

The factors W and H are computed by solving the
optimization problem of minimizing a cost function
c = f(V,WH) measuring the error of the approxima-
tion. Appropriate cost functions are e.g. the gener-
alized Kullback-Leibler divergence and the Frobenius
norm [4].

The product WH is a data compressed representa-
tion of V if the factorization rank r fulfils the condi-
tion (n+m)r < nm. If the parameters r, n and m are
chosen such that a perfect reconstruction of V is not
achieved, the NMF aims at the representation of both
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Figure 1: Magnitude spectrogram of the unprocessed
audio signal.

repetitive structure and regions with concentrated en-
ergy content in the data matrix, i.e. a parts-based rep-
resentation.

2.2 Ambience extraction

The input signal x [k] is assumed to be an additive mix-
ture of a direct signal d [k] and an ambient signal a [k].
The spectrogram X(τ, ω) of the audio signal x [k] is
computed by means of the Short-term Fourier Trans-
form (STFT), with the frame index τ and the index of
the frequency bin ω.

In comparison to the direct signal, the ambient
signal is rather widely spread over the spectrogram.
Consequently, an NMF of the magnitude spectrogram
|X(τ, ω)| provides a better approximation of the mag-
nitude spectrogram |D(τ, ω)| of the direct signal than
of the magnitude spectrogram |A(τ, ω)| of the ambient
signal.

An estimate of the magnitude spectrogram |Â(τ, ω)|
of the ambient signal is derived by

|Â(τ, ω)| = |X(τ, ω)| − |D̂(τ, ω)| (2)

whereas an estimate of the magnitude spectrogram
|D̂(τ, ω)| of the direct signal is computed as an NMF
of |X(τ, ω)|. Figures 1 and 2 show the magnitude spec-
trogram of the input signal and the corresponding es-
timate of the magnitude spectrogram of the ambient
signal, respectively.

Finally, an estimate of the ambient time signal â [k]
is resynthesized from Â(τ, ω) = |Â(τ, ω)|ej∠X(τ,ω) us-
ing the inverse STFT, where ∠X(τ, ω) denotes the
phase spectrogram of the input signal x [k]. An es-
timate of the direct signal d̂ [k] is resynthesized in a
similar way using |D̂(τ, ω)| and ∠X(τ, ω).
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Figure 2: Magnitude spectrogram of the extracted am-
bient signal.

2.3 Assembly of the surround sound signal
Subsequently to the ambience extraction step, a 5.0
surround signal is obtained by feeding the rear chan-
nels with the ambient signal. A few milliseconds delay
is introduced into the rear channel signals to improve
the stability of the front image by making use of the
precedence effect.
The center channel is used to enlarge the sweet spot

and plays back the estimate of direct signal.
Additional post-processing as described in the fol-

lowing section optimizes the overall subjective quality
of the surround sound signal.

3 Post-processing for one-to-n upmixing
3.1 Requirements for upmixed surround sound
Although there is no fixed ground truth how the result
of a blind upmix should sound, some basic require-
ments guide the development of the ambience post-
processing techniques:

• The processed audio signal should sound natural.

• A stable front image should be preserved.

• The surround sound should evoke the listening
impression of being immersed in sound (envelop-
ment).

These issues are addressed by applying suitable post-
processing techniques, namely signal adaptive equal-
ization, transient suppression and decorrelation.

3.2 Signal adaptive equalization
To minimize the timbral coloration of the surround
sound signal, the ambience signal is equalized to adapt
its long-term power spectral density (PSD) to the input
signal. This is carried out in a two-stage process.
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The PSD of both, the input signal x [k] and the
ambience signal a [k] are estimated using the Welch
method, yielding IW

xx(ω) and IW
aa(ω), respectively. The

frequency bins of |Â(τ, ω)| are weighted prior to the
resynthesis using the factors

H(ω) =

s

IW
xx(ω)

IW
aa(ω)

(3)

The signal adaptive equalization is motivated by the
observation that the extracted ambience signal tends
to feature a smaller spectral tilt than the input signal,
i.e. the ambient signal may sound brighter than the in-
put signal. In many recordings, the ambient sounds are
mainly produced by room reverberations. Since many
rooms used for recordings have smaller reverberation
time for higher frequencies than for lower frequencies,
it is reasonable to equalize the ambient signal accord-
ingly. However, informal listening tests have shown
that the equalization to the long-term PSD of the in-
put signal turns out to be a valid approach.

3.3 Transient Suppression
The introduction of a time delay into the rear chan-
nel signals (see Section 2.3) evokes the perception of
two separate sounds (similar to an echo) if transient
signal components are present [11]. This echo is at-
tenuated by suppressing the transients in the surround
sound signal. Additional stabilization of the front im-
age is achieved since the appearance of localizable point
sources in the rear channels is reduced.
Considering that ideal enveloping ambient sounds

are smoothly varying over time, a suitable tran-
sient suppression method reduces transient compo-
nents without affecting the continuous character of the
ambience signal. One method that fulfils this require-
ment has been described in [12] and is applied here.
First, time instances where transients occur are de-

tected. Subsequently, the magnitude spectrum belong-
ing to a detected transient region is replaced by an ex-
trapolation of the signal portion preceding the onset of
the transient.
Therefore all values |X(τt, ω)|

1 exceeding the run-
ning mean µ(ω) by more than a defined maximum devi-
ation are replaced by a random variation of µ(ω) within
a defined variation interval.
To assure smooth transitions between modified and

unmodified parts, the extrapolated values are cross-
faded with the original values.
Figure 3 and 4 show the spectrogram of a signal

containing tonal parts and transient components before
and after the transient suppression.

1subscript t indicates frames belonging to a transient
region

time [s]

fre
qu

en
cy

 [H
z]

0 0.2 0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

x 104

Figure 3: Spectrogram of an audio signal before tran-
sient suppression
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Figure 4: Spectrogram of an audio signal after tran-
sient suppression

3.4 Decorrelation

The correlation between the two signals arriving at the
left and right ear influences the perceived width of a
sound source and the ambience impression. To improve
the spaciousness of the impression, the inter-channel
correlation between the front channel signals and be-
tween the rear channel signals is decreased by applying
the principle of Adaptive Spectral Panoramization [10]
with slight modifications. This process is described in
the following for the front channel signals.

Two mutually decorrelated versions xL [k] and xR [k]
of the input signal x [k] are computed by applying
complementary time-varying weights GL(τ,m) and
GR(τ,m) to the sub-band signals Xs(τ,m) of the input
signal, where m = 1 . . .M denotes the frequency band
index and G2

L(τ,m) +G2

R(τ,m) = 1.

The sub-band signals Xs(τ,m) are derived by com-
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puting the STFT of x [k] and subsequently grouping
the frequency bins into band signals according to the
Bark scale. The weights are computed using low-level
feature extraction in analysis bands Xa(τ,m), whereas
the adjacent bands for the m-th band of Xs(τ,m) are
subsumed to the m-th analysis band Xa(τ,m) (except
for m ∈ {1,M} where only one adjacent sub-band ex-
ists and is used) (see Equation 4).

Xa(τ,m) =
m+1
X

n=m−1

Xs(τ, n) (4)

The spectral centroid Θ(τ,m) is calculated for each
sub-band m of the sub-bands Xa(τ,m) of the input
signal and normalized to Θ ∈ [0, 1], whereas Θ = 0
corresponds to the lowest frequency and Θ = 1 cor-
responds to the highest frequency of the sub-band.
A panning position φ is computed from the centroid
Θ using the arbitrarily chosen function in Equation
5, whereas the parameter c determines the maximum
width of the panning and the parameter wi depends
on the sub-band index.

φ = c · (−1)mcos (2Θwiπ − π) (5)

The weights are derived as a function of φ according
to

GL(τ,m) =

√
2

2
(cosφ(τ,m) + sinφ(τ,m)) (6)

GR(τ,m) =

√
2

2
(cosφ(τ,m)− sinφ(τ,m)) (7)

Figure 5: Block diagram of the decorrelation process
using ASP for an input signal x.

This process is illustrated in Figure 5, where it can
be seen that there is a tight relation to a prominent

class of signal enhancement techniques known as short-
term spectral attenuation or spectral weighting (com-
prising e.g. spectral subtraction, Wiener filtering and
the Ephraim-Malah algorithm for noise reduction), see
e. g. [5]. The rear channel signals are decorrelated us-
ing the same gain coefficients as applied to the front
channel signals.

4 Listening Tests
4.1 Description of the procedure
Subjective listening tests according to the scheme pro-
posed in [7] were carried out to confirm the listeners’
preference of the post-processed upmix compared to
unprocessed audio and previous upmix algorithms.
The test was performed in a non standard listening

room with a reverberation time of approximately 0.36s.
The listening position was the sweet spot of a 5.0 loud-
speaker setup consisting of Genelec 1031A two-way ac-
tive monitors arranged according to ITU-R BS.775 [6]
with a radius of 2.0 meters. Eight items representing
complete musical phrases from a variety of musical gen-
res with a length between 7 and 12 seconds each were
chosen as test items.
Phantom-mono reproduction (in the following re-

ferred to as two-ch) was defined as the condition rel-
ative to which the listeners rated the other conditions
as worse, equal or better and simultaneously ranked
all conditions in comparison to each other. Other test
conditions used for comparison are

• one-ch: the mono signal played back by the
center-speaker exclusively

• trivial : the mono signal played back by all 5 loud-
speakers

• trivial-post: the trivial condition with additional
processing of the surround channels by low-pass
filtering and transient suppression

• NMF : the original mono upmix system described
in [8]

The newly proposed test condition is referred to as
NMF-post.
The levels of all conditions were adjusted to assure

that no volume differences between the different condi-
tions influence the rating. Additionally, the perceived
loudness of the rear channel signals of all conditions
were equalized prior to the adjustment of the overall
level.

4.2 Results
Figure 6 shows the combined ratings of all subjects
as notched box plots. The notches indicate the 95%
confidence interval about the median. If the notches
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Figure 6: Results of the preference test for all listeners.
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Figure 7: Results of the preference test for the signifi-
cant listeners.

of two boxes do not overlap, we can be confident at a
95% level that the two medians are different [9]. Each
box plot in Figure 6 is calculated from a total of 168
ratings (21 listeners times 8 items).

The variance of the responses of each listener was an-
alyzed using a Kruskal-Wallis test. Six listeners were
discarded because their ratings did not indicate that
they perceived at least one statistically significant dif-
ference (p ≥ 0.05) between the multi-channel versions
trivial, trivial-post, NMF and NMF-post.

Figure 7 shows box plots of the combined results of
the remaining 15 listeners. The results show that the
one channel reproduction one-ch is the only one which
is clearly rated worse than the phantom mono repro-
duction two-ch. The trivial solution is rated as being
equally good compared to two-ch. One reason for the
gain in preference compared to previous tests [8] could
be the described rear-level adjustment. Trivial-post is
rated as being preferred in a statistically significant

sense compared to two-ch and shows a slight though
not statistically significant preference increase over the
trivial condition. The original mono upmix NMF is
rated with a statistically significant higher preference
compared to two-ch and trivial. Compared to trivial-
post, NMF is rated slightly better but not in a statis-
tically significant sense. Condition NMF-post is rated
as being statistically significant preferred compared to
all other conditions.

5 Conclusions
Various suitable post-processing techniques for upmix-
ing and their application to unguided ambience-based
upmixing of one-channel audio signals have been pre-
sented.

The applied ambience extraction method is based on
the NMF of the magnitude spectrogram of the input
signal. The post-processing methods were motivated
by the formulated requirements for upmixed surround
sound and included signal adaptive equalization, tran-
sient suppression and signal decorrelation.

A substantial improvement compared to previous
methods and un-processed audio has been shown in
listening tests, where listeners were asked for their pref-
erence.
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Abstract. High-quality audio becomes a more and more important aspect of interactive applications. Especially
in video games, the eorts towards a more realistic audio experience have been raised during the last years. Spatial
reproduction techniques have gained widespread use and contribute greatly to the immersion of the user.
Wave field synthesis (WFS) is a reproduction concept that oers superior localization quality. In contrast to
most existing audio reproduction techniques, the area of correct reproduction is not limited to a rather small
sweet spot, but gained in a large reproduction area.
Until now, the application of wave field synthesis in games and other interactive applications is limited due to
the lack of standardized interfaces.
In this article, we describe an implementation of the Open Audio Library (OpenAL) interface that controls a
WFS reproduction system. OpenAL is a free application programmer interface for 3D positional audio that is
used by numerous games and other applications. Its features include among others several distance attenuation
models, doppler shift and sound source directivity. A great advantage of OpenAL lies in its portability, since
there exist implementations for many platforms and audio interfaces.
OpenAL is well-suited for interfacing a WFS reproduction system because the object-based description of the
auditory scene is similar to the model used in wave field synthesis. Despite this, some minor translations are
necessary in order to fit the two models to one another. In this article, we describe the necessary steps.
Based on an implementation of the system, we present several applications using the WFS OpenAL interface. It
is shown that auditory scenes described using the OpenAL interface can be reproduced by a Wave Field Synthesis
system. Many applications, in particular games, benefit from the properties of wave field synthesis, such as the
good localization properties. So, using WFS for audio reproduction can improve interactivity and immersion of
interactive applications.

1 Introduction

Interactive virtual reality applications not only de-
mand a convincing visual representation of the virtual
environment, but also high quality spatial audio repro-
duction. In video games, the audio part is no longer
limited to background music, but plays an important
role in creating a realistic environment with natural
sounds. In some games, the sound eects are an es-
sential part of the game since they provide clues about
the position and distance of an enemy or the noise cre-
ated by the user’s avatar. The ThiefT[7] and Splin-
ter CellT[6] series serve as good examples for such
”stealthy” games.

At the same time, potential application areas for the
Wave Field Synthesis concept are discussed, including
home entertainment (see [11] and [12]). The improved
spatial sound reproduction and localization features of
WFS are very likely to enhance the immersion of the
user significantly. At this moment, there are only a few
WFS applications available since there is no standard-

ized software interface for audio applications.
In this paper, we want to examine the feasibility of

such an interface by developing a concept for an inter-
face between OpenAL and WFS. The concept shall be
proven by implementing a prototype that allows any
OpenAL compliant application to control a WFS sys-
tem.
In the first section we give a short introduction into

the principle of Wave Field Synthesis and describe a
reproduction system which uses this technique. Sec-
ondly, the OpenAL interface will be introduced. Af-
ter that, a concept for an implementation of OpenAL
which controls a WFS system is presented. Finally, we
draw a conclusion about the results and name some
possible options for further development.

2 Wave Field Synthesis
Wave Field Synthesis (WFS) is a relatively new sound
reproduction concept which has been developed in the
90’s at the TU Delft in Netherlands (see [8] and [14]).
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In contradiction to traditional channel-oriented repro-
duction concepts, WFS attempts to reproduce the ac-
tual wave field emitted by one or more physical sound
sources. By doing this, the area of spatial sound repro-
duction can be extended from a small sweet spot to a
wide listening area.

2.1 Background

The theoretical base of WFS is the Huygens principle,
named after Christiaan Huygens. This principle states
that any point of a propagating wave front can be seen
as the source of a so called elementary wave (see figure
1). In 3D space, this elementary waves are spherial
waves. Therefore, an arbitrary wave front can be gen-
erated (or synthesized) by superposition of a number
of elementary waves.

Figure 1: Huygens principle

Since the wave front is traveling in space, the elemen-
tary sources would also have to. This can be avoided
by using a number of fixed position loudspeakers (of-
ten called loudspeaker arrays), whose driving signals
are scaled and delayed according to the wave front of
the source to synthesize (see figure 2). These speakers
are called secondary sources. Consequently, the actual
synthesized source is called primary source. The Huy-
gens principle can be described analytically with the
Kirchho-Helmholtz integral representation. By ap-
plying this integral to equally-spaced loudspeaker dis-
tributions, the driving signals for the secondary sources
can be derived and used to synthesize the wave field of
a primary source [14].

In most practical applications, however, the use of
two-dimensional loudspeaker distributions is too com-
plex. Therefore, the theory has been simplified towards
linear loudspeaker arrays. This step also reduces the
valid reproduction area for a primary source to a plane
(see [14]).

Figure 2: WFS principle

Note that in WFS context the operation of calculat-
ing the loudspeaker signals is often denoted as render-
ing according to computer graphics terminology.

2.2 Implementation of a WFS system

There are two dierent approaches for the calculation
of the driving signals of the secondary sources: data
based rendering and model based rendering [13].
In data based rendering, the driving signals of the

secondary sources are generated by convolving the
source signal with precalculated impulse responses.
This method is very flexible, because it permits arbi-
trary source- and loudspeaker-dependent filtering oper-
ations. On the downside, sources are limited to a fixed
grid of locations, requiring either large data for storage
imulse responses or computational resources for on-line
computation of the filters. Furthermore, the fixed po-
sitions of the impulse responses complicates the syn-
thesis of moving sound sources.
In reproduction systems based on model based ren-

dering, the secondary source signals are calculated us-
ing so-called synthesis operators [14]. This operators
calculate individual scale and delay values for each
combination of virtual sources and loudspeakers based
on geometric properties of the virtual source and the
loudspeaker setup. This allows real-time rendering of
sources at arbitrary positions or moving sound sources.
The IOSONO wave field synthesis system, which

has been developed at the Fraunhofer IDMT, uses the
model based rendering approach. Since the interface
described in this paper was designed to work with the
IOSONO system, all further explanations refer to this
system. The configuration of a typical IOSONO ren-
dering system is depicted in figure 3.
The core of the system is the Renderer. Using the

WFS operators derived in [14], it calculates the loud-
speaker signals out of the audio data and the source-
wise scene description information. After the render-

 2 
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Figure 3: System concept

ing process, the loudspeaker signals are amplified and
played back by the speaker array, thus creating the
wave field. In most practical systems, the source audio
data has to be filtered in advance to compensate the
eects of the reproduction room. This is done by the
Prefilter unit. The audio data has to be fed source-wise
into the system, using a multichannel audio interface
(typically MADI). The scene description data (see sec-
tion 2.3) is provided via ethernet using the Open Sound
Control (OSC) protocol [5]. Thus any external appli-
cation (here for instance a Digital Audio Workstation)
is able to control the IOSONO system if it implements
the scene protocol.

2.3 WFS Scene Description

In order to create an auditory scene by wave field syn-
thesis, the rendering system needs the audio data to
be played by the sound sources a well as information
about the scene itself. The IOSONO system uses an
object-oriented scene description, which allows the as-
signment of several parameters to each sound source.
These parameters are updated at regular intervals and
can be controlled by an external application by using
the OSC protocol. The following parameters can be
controlled:

 Source position in the reproduction plane

 Angle with respect to the speaker array, only rel-
evant for plane waves

 Volume of the source

 A flag PlaneWave which indicates whether the
source is a point source or a plane wave

 A flag DDL which triggers the distance depen-
dent loudness calculation

 A flag DDD which triggers the distance depen-
dent delay calculation

By controlling these parameters, several application
scenarios are possible, e.g. a virtual 5.1 setup without
sweet spot [9] or synthesis of moving sound sources
by simply varying the source position with respect to
time.

3 The Open udio Library
3.1 Concept

Open Audio Library (OpenAL) is an open source, plat-
form independent 3D audio API. It was mainly de-
signed to be used within games, but is not limited to
this area of application (see [2]). The API is know-
ingly designed similar to its graphics pendant OpenGL
in order to simplify the development of cross-platform
audio/video applications. Also, OpenAL oers the op-
portunity to extend the API with custom functionality.
For example, one of this extensions permits the pro-
grammer to use hardware accelerated room simulation
eects by using the Creative EAXTAPI (see [1]).
OpenAL implementations are available for many

platforms, including Windows, Linux, MacOS and Mi-
crosoft Xbox. Also, a growing number of games and
audio applications use the OpenAL interface (see [2])
despite that the rival Microsoft DirectSound3D is more
widely-used.

3.2 Scene Description

OpenAL uses an object-oriented scene description to
specify a 3D auditory scene. In OpenAL terms, the
scene is called context. Within a context, three types
of objects are used to describe the scene:

 Source objects representing a single sound
source in 3D space

 A singleton Listener object which represents
the user

 Buer objects containing the audio data to be
played by one or more sources

Each of this objects has a number of parameters,
such as position, velocity or gain that can be controlled
by the application. The parameters are used to syn-
thesize certain acoustic eects which contribute to the
authenticity of the auditory scene. In particular these
eects are:

 Distance dependent attenuation of a sound source

 3 
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 Doppler eect (velocity dependent, distance
changes are ignored)

 Source directivity
Each of this eects may be parametrized in order to

allow the greatest possible flexibility in modeling audi-
tory scenes, even if the eects may sound ”unnatural”.

Figure 4: OpenAL Scene Model

3.3 Implementation

An implementation of OpenAL provides the API on
a particular platform (i.e. an operating system or a
games console). The main task of such an implemen-
tation is to interpret the parameters of the objects
within the context and calculate the output audio data
accordingly. For example, if the audio hardware sup-
ports 5.1 playback the implementation has to ensure
an appropriate panning of the distinct output chan-
nels depending on the source position relative to the
listener. Furthermore, the acoustic eects mentioned
in section 3.2 must be calculated and applied to the
audio data in case the audio hardware doesn’t support
any DSP eects.
Since OpenAL is hardware independent, an imple-

mentation on a particular platform has to use system
specific audio backends (e.g. DirectSound onWindows,
ALSA on Linux etc.) in order to access the audio hard-
ware. Some vendors, however, provide native OpenAL
drivers for their products.

4 Porting OpenL to WFS
4.1 General Concept

Comparing the scene descriptions of OpenAL and
WFS, the similarities become obvious. Both systems
describe a number of sound source objects and use their
parameters (basically the position) to apply signal pro-
cessing operations to audio streams in order to create
the impression of spatial sound. An interface between
both would have the main task to transform the pa-
rameters and eects used in OpenAL into an adequate

WFS scene description. Also, the audio data played
back by the OpenAL application has to be fed into the
WFS system.
Since the OpenAL API is portable, it seems suit-

able to design the WFS interface also to be as hard-
ware independent as possible. For this purpose, the
PortAudio interface [3] was used as an adaption layer
between OpenAL and the audio hardware. Concerning
the scene description, a portable OSC implementation
called OSCPack was used to assemble the packets con-
taining the source parameters and send them via UDP
to the Renderer. Figure 4.1 shows the abstract design
of the WFS to OpenAL interface. A more detailed
description can be found in [10].

Figure 5: Interface Concept

Based on the preceding considerations, a prototype
implementation for Windows XP was set up using
PortAudio (with the ASIO backend) and OSCPack.

4.2 Problems and Trade-offs

Despite the similarities of the scene description, some
problems had to be solved in order to match the two
scene descriptions to one another. First, the OpenAL
description does not incorporate a length measure,
while the WFS scene does. To work around this, the
sound velocity has to be used to calculate the positions
of the sources in absolute coordinates. Secondly, the
WFS scene does not contain the notion of a listener
object since there is no sweet spot. Thus the OpenAL
listener has to be placed implicitly at a fixed position
within the listening room (usually the point of origin)
and the source positions have to be transformed corre-
sponding to their position relative to the listener.
Furthermore, the parametrization of the Doppler ef-

fect and the distance dependent sound pressure decay
are not fully supported by the WFS system. Therefore
these eects have to be calculated in software in order
to keep up with the specification.

5 pplications
5.1 Games

The following games were tested with the prototype:

 4 



120

Wave Field Synthesis for Games using the OpenAL interface

 Unreal 2

 Pariah

 Cold War

 Jedi Knight: Jedi Academy

 Soldier of Fortune

 Quake 4

All titles except Quake 4 worked well with the pro-
totype. The localization of sound sources within the
games was possible and the impression of spatiality
could be established. Since WFS is able to synthesize
a sound source within the listening room, the impres-
sion of a sound source just next to the user or flying
around the head could be created. It is also possible for
the user to move freely in the listening room without
losing this impression.

5.2 Other

Like mentioned in chapter 3, OpenAL is also used by
several game engines and a 3D modeling tool called
Blender 3D [4]. Using such applications with audio
and video modeling capabilities, it is possible to create
a virtual environment with spatial distributed sound
sources. Using the WFS reproduction system, these
sources can be synthesized at their actual positions
without the need for a 5.1 downmix. There is also the
opportunity of tracking the user position and updating
the auditory scene with respect to movements of the
user. Therefore, a highly interactive environment can
be created in order to perform e.g. perception tests.

6 Conclusion

The main goal of this work was to prove the con-
cept of an application controlling a WFS system us-
ing the OpenAL interface. The descriptions for au-
ditory scenes in OpenAL and the WFS system were
compared and their similarities pointed out. A con-
cept for an easy portable implementation of OpenAL
driving a WFS system was derived and a prototype
for the Windows platform implemented. For the fu-
ture, more evidence for the enhancement of the audio-
visual experience by using a WFS system has to be
given. A comparative listening test with a 5.1 system
is suggested, but there are yet no reliable parameters
to measure the “immersion” of the user. Furthermore,
the prototype is not yet able to perform a room simula-
tion. Since in many games the EAXTAPI is used for
reverberation synthesis, further development is neces-
sary to make this feature available for WFS systems.
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Abstract. This paper describes a project that deals with a practical examination of a system for the tracking multiple audio sources, 
mainly speakers or singers, in a 2D space that uses radio-location methods. Acquired and stored XY coordinates can be used to 
control algorithms of multi-channel audio processing, e.g. surround panning in the playback of the performance in the home-theatre
environment. The basic requirements are low price of the system, easy integration into the current equipment of music halls, theatres 
and other PA systems, and minimum inconvenience to the performer. 

1. Introduction 

There are numerous tracking systems based on the ultra-sound, 
sensor, and other principles, which however require the tracked 
object to be equipped with a special device. The project is based 
on the fact that in most cases every performer on the stage is 
equipped with a UHF transmitter for wireless transmission of 
the audio signal from microphone and each of those transmitters 
is set to a different carrier frequency. The performer does not 
need to be equipped with additional device when this transmitter 
is used for tracking. 

2. Tracking Method 

During design of the system of an audio signal source tracking, 
several potential tracking principles were compared as well as a 
suitable representation of the result. The triangular or the 
hyperbolic method is mostly used for radio transmitter location. 
The triangular method was chosen because the hyperbolic 
method requires time stamps to be transmitted from the 
transmitter. System is able to track audio signal source in 2D 
space and acquires and stores position that is represented by XY 
coordinates.

2.1. Modified Triangular Method 
The triangular method tracks the location according to the radio 
signal strength scanned at three points. A direction, in which a 
transmitting object lies, is found at these points. Position of the 
object is given by intersection of the measured angles (azimuths) 
(see Figure 1.) [1] 
This method fails if the object lies in the direction of the 
location base. Third receiver station is added to eliminate this 
limitation and to improve accuracy of the position detection.  
In the project, modified triangular method was used: four 
receivers are used instead of three ones to allow the utilization 
of more complex tracking methods. The system tracks the 
location according to the radio signal strength scanned at these 
four points. Relative strength of the signal in comparison with 
maximum strength of the signal represents the relative distance 
from the transmitter to the receiver. This distance is considered 
to be radius of a circle with centre at the transmitter position. 
The actual position where the wireless source of the signal is 
located is determined by the intersection of at least three circles. 
The maximum strength if the signal is determined during the 
calibration process: the transmitter is placed in the corner of the 

scanned room (i.e. beside the receiver) and measured strength of 
the signal is considered to be the maximum. The relative 
strength is in the range of 0 to 1. 
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Figure 1: Position tracking using triangular method 

Receivers are located in the corners of the square room itself 
(Figure 2) and three most high values from measured ones are 
found prior to computation of the position. This selection is 
performed mainly for decreasing of the coordinate computation 
error. For example, in the case of a speaker with a microphone 
located in the sacral area, the radio-wave shade of the body 
causes a situation, when one receiver measures less signal 
intensity than in the free field. 

2.2. 2D-Coordinates Representation 
Following example shows advantage of the 2D-coordinates 
representation: there is another position tracking system that 
gives information about the angle and radius of the tracked 
position that referred to a specific listener position. When the 
listener position changes, it is necessary to evaluate both values 
again. 
For that reason it is optimal to have information about X and Y 
position that could be is easily recalculated to any other position 
or transferred to another system of coordinates according to the 
used algorithm. Recalculation or conversion has to be performed 
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by the subsequent processing algorithm itself because type of 
this algorithm is not known to the tracking method described 
below.
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Figure 2: Location of measuring points 

3. Realization  

The tracking equipment designed consists of a master 
computing unit and four slave units that measure the strength of 
transmitter signal strength. These units are equipped with a 
receiving antenna each, placed in the corners of the area in 
which the tracked object is about to travel (e.g. the stage). This 
solution assumes that the tracked object will move in the 
rectangular or square areas. If the sound should reach beyond 
the speakers, a reverberation algorithm has to be used [5]. 
The interconnection of slave units with the master unit is 
realized using the RS485 interface. The basic part of the 
framework is the ATmega2560 microcontroller [2], which 
performs all communication and computational procedures, and 
the TH71221 tuned UHF receiver/transmitter equipped with the 
RSSI (Receive Signal Strength Indication) output (see Figure 3). 
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RX/TX
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TH71221 A/D

ATmega16

RX/TX
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ATmega2560

TH71221 A/D

ATmega16

RX/TX
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ATmega16
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RS485

RS485

RS485
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Figure 3: Tracking system architecture. 

The master unit sends request to all slave units in sequence with 
intervals of 1.2 �s via the RS485 interface. The request is one-
byte message with most significant bit set. Other bits are used 
for request identification (currently only one type). 
After the request is received, each slave unit reads the actual 
relative strength value (10 bits) and stores it using two data 
bytes into TX register. 

3.1. TH71221 Transceiver 
The TH71221 is a single chip FSK/FM/AM transceiver 
integrated circuit. It is designed to operate in low-power multi-
channel programmable or single-channel stand-alone, half-
duplex data transmission systems. It can be used for applications 
operating in the frequency range of 300 MHz to 930 MHz [3]. 
Since the wireless microphone systems use the FM signal in the 
range of 500 MHz to 800 MHz, the TH71221 is suitable for 
most of them. 
The RF front-end of the receiver part of the TH71221 is a super 
heterodyne configuration that converts the input radio frequency 
into an intermediate frequency signal. The most commonly used 
intermediate frequency is 10.7 MHz but intermediate 
frequencies in the range of 0.4 to 22 MHz can be also used. The 
front-end consists of a low-noise amplifier, mixer, and an 
intermediate frequency limiting amplifier with received signal 
strength indicator [3]. The local oscillator signal for the mixer is 
generated by the PLL frequency synthesizer.  
The transceiver can operate in two different user modes. It can 
be used either as a 3wire-bus-controlled programmable or as a 
stand-alone fixed-frequency device. After power up, the 
transceiver is set to Standalone User Mode. Using the logic level 
change at control pin, the transceiver enters into Programmable 
User Mode. In this mode, the user can set any PLL frequency or 
mode of operation by the serial control interface [3]. There are 
four registers available to set the voltage-controlled oscillator 
frequencies in receive and transmit mode. The channel 
frequency depends on the external crystal frequency. The 
feedback divider ratio in RX operation mode can be set using 17 
NR bits in C-word of the control register. 

3.2. Calculation of Coordinates 
After the master unit receives relative strength values of the 
signal from all slave units, it performs calculation of the position 
using the triangular method. Current algorithm selects three 
highest values and computes the x and y coordinates using 
following simple equations 
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where a, b, and c are highest values of relative strength of 
received signal (see Figure 2). After the testing of the system in 
the real environment, more complex algorithm will be 
developed based on an analysis of the acquired input data. 

stage
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Figure 4: Ideal borders of transmitter movement. 
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Figure 4 shows coordinates of position of the receivers in a 
square area. As can be seen, there are four areas where all 
relative strength values are zero so the transmitter cannot be 
tracked in these areas. Figure 4 also shows the ideal borders of 
transmitter movement, which lies on the relative strength values 
of 136 and 886. 

3.3. Master Interface 
The resulting tracked position of the transmitter, and thus the 
performer’s position as well, is sent into the target system (e.g. 
personal computer) using the MIDI (Musical Instrument Digital 
Interface) protocol [4] in the form of XY coordinates. 
For wide compatibility with the target MIDI equipment, the 
system can be configured to send one of three types of MIDI 
messages: pan controllers number 9 and 10, non-registered 
parameter numbers, and universal system exclusive data. The 
resolution of relative strength is 10 bits so two MIDI data bytes 
have to be used (see Figure 5) because only seven bits can be 
used id the MIDI data byte [4]. 

0 v v v v v v v

0 r r r r v v v

LSB

MSB

Figure 5: Coding of XY coordinates into MIDI data bytes (v – 
value bits, r – reserved bits) 

3.3.1. Pan Controller Mode 
In the MIDI specification [4], the controller number 9 is 
undefined and controller number 10 is used for left-right 
panning. Those controller numbers are the MSB controller 
numbers. When higher resolution is required, the LSB controller 
numbers 41 and 42 (MSB controller number + 32) are used in 
addition. The system uses the controller numbers 9/41 for front-
back panning (Y coordinate) and controller numbers 10/42 is 
used for left-right panning (X coordinate). Figure 6 shows the 
data sequence. 

BnH 09H f-b
msb 29H f-b

lsb 0AH l-r
msb 2AH l-r

lsb

Figure 6: MIDI message for pan-controller mode (n – MIDI 
channel number, f-b – front-back panning, l-r – left-right 

panning).

For the MIDI voice and mode messages the running status can 
be used. When status byte #Bn is received and processed, the 
receiver will remain in that status until a different status byte is 
received Therefore, if the same status byte would be repeated, it 
can optionally be omitted so that only the data bytes need to be 
sent [4]. 

3.3.2. Non-Registered Parameter Number Controller Mode 
Non-Registered Parameter Numbers (NRPN, MIDI controller 
numbers 62H/63H) are used to represent sound or performance 
parameters and may be assigned as needed by individual 
manufacturers. The basic procedure for altering a parameter 
value is to first send the Non-Registered Parameter Number 
corresponding to the parameter to be modified, followed by the 
Data Entry (controller number 6H/26H), Data Increment 
(controller number 60H), or Data Decrement (controller number 
61H) value to be applied to the parameter [4].  
After the reception on Non-Registered Parameter Numbers has 
been enabled, the receiver should wait until it receives both the 
LSB (62H) and MSB (62H) for a parameter number to ensure  
that it is operating on the correct parameter. Once a new 
Parameter Number is chosen that parameter retains its old value 

until a new Data Entry, Data Increment, or Data Decrement is 
received. The designed tracking system uses the Data Entry 
controller number only. The parameter numbers for the front-
back and left-right panning are user-configurable. Figure 7 
shows the data sequence. 

BnH 63H p1
msb 64H p1

lsb 06H f-b
msb 26H f-b

lsb

63H p2
msb 64H p2

lsb 06H l-r
msb 26H l-r

lsb

Figure 7: MIDI message for NRPN-controller mode (n – MIDI 
channel number, p1 – parameter 1 number, p2 – parameter 2 
number, f-b – front-back panning, l-r – left-right panning). 

3.3.3. System Exclusive Mode 
System Exclusive messages starts with SysEx status byte (F0H), 
can contain any number of data bytes, and can be terminated 
either by an End of Exclusive (EOX, F7H) or nay other status 
byte. 
System Exclusive messages have their own special format 
according to an assigned manufacturer’s identifier. To avoid 
conflict with non-compatible Exclusive messages, a specific ID 
number is granted to manufacturers of MIDI instruments by the 
MMA or JMSC organizations. Special identifier 7DH is 
reserved for non-commercial use (e.g. research, etc.) [4]. Figure 
8 shows the data sequence of System Exclusive message of the 
designed system. To avoid conflict with another device with the 
same manufacturer identifier (7DH), the messages contains 
device identifier, which is user-configurable. The fourth data 
byte (01H) is the message identifier. 

F0H 7DH ID f-b
msb

f-b
lsb F7Hl-r

msb
l-r
lsb

Figure 8: MIDI message for System Exclusive mode (ID – 
device identifier, f-b – front-back panning, l-r – left-right 

panning).

3.4. System Configuration 
The system configuration uses MIDI System Exclusive 
messages described above. There are two control messages: 
Mode Settings and Frequency Settings, which are differentiated 
via message identifier. Figure 9 shows the Mode Settings 
message. 

F0H 7DH ID mode p1
msb F7Hp1

lsb
p2

msb02H p2
lsb

0 r m n n n nmmode

Figure 9: MIDI message for Mode Settings (ID – device 
identifier, m – data mode, n – MIDI channel, r – reserved, p1/p2 

– parameter 1/2 number for NRPN mode). 

The fourth data byte (02H) is the message identifier. If the data 
mode is set to NRPN type, four bytes with NRPN follows the 
mode data byte. 
Figure 10 shows the Frequency Settings message. The fourth 
data byte (03H) is the message identifier followed by the 
number of channels used. In the current system, only one 
channel is allowed. However, the future work will be focused to 
the multi-channel tracking using TDM tracking methods. Up to 
127 channel frequencies can be sent using the Frequency 
Settings message. However, we assume that the number of 
scanned channels will be considerable lower in practice. 
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F0H 7DH ID n f1.1 F7Hf1.2 f1.303H ...

Figure 10: MIDI message for Frequency Settings (ID – device 
identifier, n – number of channels). 

Each channel frequency is transferred as 17 NR bits of the 
control register of the TH71221 transceiver (see above) using 
thee MIDI data bytes (7+7+3 bits). 

4. Conclusion  

The first development period of the project has been finished 
recently and the system is prepared for the testing phase in the 
real environment. This phase should prove if any application of 
the system is possible at all, in how wide areas and with what 
sensitivity and accuracy the system can work. This phase should 
supply input data for subsequent development of tracking 
algorithms. The turn of the performer’s body, obstructions in the 
area under tracking, etc. will have an effect on the strength of 
received signal. 
In comparison with other tracking position systems currently 
used in multimedia, such as ultra-sound systems, sensor systems 
installed inside the stage floor, systems using IR cameras, and 
other principles, the designed system has advantages of low-
price construction, easy integration into the current equipment of 
music halls, theatres and other PA systems, and minimum 
inconvenience to the performer. 
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Abstract. Despite the recent advantages on multichannel audio coding and playback technologies, 3D audio positioning is frequently 
required to be performed over legacy stereo loudspeaker setups, due to certain application limitations and restrictions mainly 
presented in portable and low cost systems. In this work, a 3D audio platform is introduced which allows the real-time conversion of 
any stereo audio signal to a high-quality immersive audio stream using binaural technology. Due to a number of advanced binaural
processing algorithms and features, the proposed conversion platform demonstrates perceptually improved 3D audio spatialization,
rendering it suitable for implementing high-quality immersive audio applications. 

1. Introduction 

Two-channel stereophony has been the basic representative of 
audio reproduction systems for more than half a century. Today, 
the advent of high-resolution storage formats (such as Super 
Audio CD [1], DVD-Video/Audio BluRay and HD-DVD) has 
significantly boosted the proliferation of many surround sound 
coding schemes used for audio-only, movies, home theatre, 
virtual reality and gaming applications. However, despite the 
advantages in multichannel sound, a number of parameters have 
to be considered for developing high-quality spatial audio 
representation: a) the volume of the existing stereo recordings 
and stereo reproduction systems, including TV sets, CD players, 
laptop computers and mobile phones b) the large number of 
loudspeakers with specific placement specifications that are 
usually required for multichannel reproduction (e.g. for 5.1, 
ambisonics or wavefield synthesis setups) c) the frequently 
complicated loudspeakers’ cable interconnections and d) the 
decreased application portability, due to the receiver position 
limitations imposed by the multichannel coding schemes. 
Today, the advent of many portable devices (including small 
audio/video players, Personal Digital Assistants – PDAs and 
mobile phones and computers) usually equipped with ordinary 
stereo loudspeakers necessitates the development of low-cost, 
low-power algorithms for 3D audio immersion using legacy 
stereo setups. Towards this perspective, binaural technology [2] 
represents a very attractive format, as it allows accurate 3D 
audio spatialization by synthesizing a two-channel audio signal 
using the well-known Head Related Transfer Functions 
(HRTFs) between the sound source and each listener’s human 
ear [3], [4]. Hence, only two loudspeakers or headphones are 
required for binaural audio playback.  
Binaural technology was recently employed for parametric 
MPEG surround coding [5], where the spatial information is 
extracted from multichannel audio and a downmix is produced 
and transmitted together with the low-rate spatial side 
information, allowing backward compatible representation of 
high quality audio at bitrates comparable to those currently used 
for representing stereo (or even mono) audio signals. In this 
work, a novel real-time 3D audio enhancement platform is 
presented which converts any stereo audio material to a high-
quality immersive audio stream using binaural rendering. The 
proposed platform incorporates novel HRTF equalization 

methods that significantly improve the spatial position 
perception of the active sound sources compared to previously 
reported methods [6]. Efficient crosstalk cancellation algorithms 
are also incorporated for stereo loudspeaker support, with a 
large number of FIR coefficients (2048 at 44.1kHz sampling 
frequency). Moreover, Sound Field Models are supported, 
allowing the definition of fully customizable virtual auditory 
environments or the selection of predefined virtual world 
templates. As it will be described later, an unlimited number of 
virtual sound sources can dynamically be linked to the channels 
of the stereo input, allowing accurate and fully parameterized 
3D audio positioning. 
The rest of this paper is organized as following: In Section 2, an 
overview of the binaural technology is provided, followed by 
the brief description of the proposed algorithm for 3D 
enhancement of stereo audio signals presented in Section 3. In 
Section 4, a typical implementation of the 3D audio 
enhancement technique is provided. Finally, Section 5 concludes 
this work. 

2. Binaural technology overview 

It is well known that using binaural technology the accurate 
spatial placement of any virtual sound source is achieved by 
filtering monaural recorded (or synthesized) sound with 
appropriately selected Head Related Transfer Function (HRTFs) 
[7]. In general, the latter functions describe the paths between a 
sound source and each ear of a human listener in terms of a) the 
interaural time difference (ITD) imposed by the different 
propagation times of the sound wave to the two (left and right) 
human ears and b) the interaural level difference (ILD) 
introduced by the different propagation path lengths, as well as 
the shadowing effect of the human head. Both ITD and ILD 
sound localization cues result into two different sound 
waveforms arriving to the human ears, allowing the perception 
of the direction of any active sound source. 
When using binaural technology, the above basic localization 
cues are incorporated into HRTFs, which represent directional-
dependent transfer functions between the human listener’s ear 
canal and the specific sound source placement [8]. Hence, 
convolving the mono sound source wave with the appropriately 
selected pair of HRTFs produces the sound waves that 
correspond to each of the listener’s ears. This process is called 



126

Binaural Rendering for Enhanced 3D Audio Perception 

- 2 - 

binaural synthesis. Binaural synthesis can be also combined with 
existing sound field models producing binaural room 
simulations and modelling. This method facilitates listening into 
spaces that only exist in the form of computer models. In more 
detail, the sound field models can output the exact spatial-
temporal characteristics of the reflections in a space. In this 
case, the summation of binaural synthesis applied to each 
reflection produces the Binaural Room Impulse Response. 
Finally, the binaural left and right signals are reproduced using 
headphones or a pair of conventional stereo loudspeakers. In the 
latter case, the additional undesired crosstalk paths that transit 
the head from each speaker to the opposite ear must be cancelled 
using crosstalk cancellation techniques [9]. 

3. 3D Audio spatialization using binaural 
rendering

By employing the above binaural synthesis approach, one can 
create virtual sound sources placed around a listener within an 
open or closed space. This is the well-known concept of binaural 
rendering, which allows the creation of 3D virtual sound 
environments. More specifically, as explained previously, the 
convolution of the original audio signal with a pair of HRTFs 
for each sound source and the final mixing of the resulting 
binaural signals produces the desired 3D audio perception. 
In order to achieve 3D audio enhancement of typical stereo 
material, the stereo audio input must be mapped to a number of 
virtual sound sources appropriately placed into the desired 
virtual world. Figure 1 illustrates this mapping procedure. Prior 
to mapping, the input stereo signal is pre-processed in order to 
produce the necessary audio streams that will be mapped to the 
selected virtual sound sources. Apart from the profound audio 
streams of the left and right channels, more audio streams can be 
acquired such as the summation or the difference of them.  
Each audio stream is then mapped to an arbitrary number of 
virtual sound sources. The benefit of this approach is that 
different aspects of the audio signal can be freely manipulated, 
while any spatial effect can be theoretically achieved. For 
example a low passed version of the (L+R)/2 audio stream can 
be mapped to a virtual sound source mimicking a low frequency 
playback unit (subwoofer). 

Stereo Input Audio Stream 
Manipulation

R

L

(L+R)/2
L-R

R-L
...

Each Audio Stream is mapped 
to an arbitrary number of 
Virtual Sound Sources

Figure 1: Stereo audio signal to virtual sound sources mapping 

After audio stream to virtual sound source mapping, the binaural 
impulse responses are calculated for both left and right ears, and 
the final binaural signal is derived by convolving them with the 
derived audio streams as described in the previous Section. 
Obviously, in the case of a closed virtual world with specific 
geometry and material properties, the binaural room impulse 
response are calculated and employed for deriving the final 
binaural signal. 

4. Implementation and performance evaluation 

Using the proposed 3D audio enhancement platform, all the 
required binaural processing of the original stereo material is 
performed using the Amphiotik Technology framework 
developed by the authors and presented in detail in [10]. The 
benefit of this approach is that the Amphiotik Technology core 

(namely the Amphiotik 3D Audio Engine) offers the capability 
of rapid 3D-Audio applications development, yet preserving a 
carefully designed balance between authenticity and real-time 
operations / calculations. More specifically, the Amphiotik 3D 
Audio Engine incorporates state-of-the-art binaural processing 
algorithms, such as a novel algorithm for HRTFs equalization, 
cross-talk cancellation techniques and room acoustics modeling 
for accurate acoustic representation of virtual environments. The 
Amphiotik 3D Audio Engine state-machine is also responsible 
for the signal routing that must be performed in order to perform 
all calculations required for producing the binaural signal within 
the defined virtual world.  
The communication of the 3D audio enhancement platform with 
the Amphiotik 3D audio engine is performed using the 
Amphiotik API, which provides easy to use software methods 
for defining the binaural model and the virtual world parameters 
in real-time. Figure 2 illustrates the Amphiotik Technology 
architecture employed. The Amphiotik API provides the 
necessary functions for the definition of the overall virtual 
auditory environment, that is: (a) the geometry and materials of 
the virtual world, (b) the sound field model and (c) the virtual 
sound sources and receivers characteristics and instantaneous 
position. In addition, it provides functions that interact directly 
with the 3D-Audio engine to parameterize various aspects of the 
engine such as the HRTF data set to be used, the cross-talk 
cancellation algorithm activation, the headphones equalization 
as well as user-defined parametric frequency equalization.  
The shape of the virtual world can be arbitrary, but for the shake 
of real-time processing in moderate power computers, 
“shoebox” like spaces are better supported. For this case, the 
API provides simple functions for defining the dimensions of 
the room (length, width and height) and the materials 
(absorption coefficients) of each surface. An internal materials 
database is utilized for the re-use of the above materials 
parameters. 

             AMPHIOTIK TECHNOLOGY API

VIRTUAL SOUND SOURCES
(Position, Orientation, 

Movement, etc.)

AMPHIOTIK TECHNOLOGY ENGINE

VIRTUAL WORLD
(Shape – Corners, Planes & 

Materials)

SOUND FIELD MODEL
(Anechoic, ISM / IRM, Pseudo-

Reverb)

VIRTUAL RECEIVER
(HRTF, Position, Orientation, 

Movement, etc.)

SOUND HARDWARE / FILE DISK SYSTEM

AUDIO STREAMS
(Sound Files, Line-in, etc.)

POST PROCESSING
(Cross-Talk Cancellation, 
Headphones & Frequency 

Equalization, etc.)

3D - AUDIO APPLICATION

Figure 2: Architecture of the Amphiotik Technology framework 

The API also allows the definition of one virtual binaural 
receiver, while there are no limitations on the number of the 
defined sound sources. Both the virtual receiver and sound 
sources can be placed arbitrarily and in real-time in the 3D 
virtual auditory environment, concerning both their position and 
orientation. An arbitrary number of audio streams can be 
defined, which are linked to the virtual sound sources. An audio 
stream can be associated with more than one virtual sound 
sources. Audio streams are usually sound files on the local disk 
system but they can also originate from the soundcard’s line-in 
input or even an Internet media file link.  
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Using the Amphiotik 3D audio engine, the acoustical 
environment modeling can be performed using one of the 
following sound field models: (a) anechoic, (b) early part, and 
(c) early part & pseudo-reverb. For the anechoic case reflections 
are not considered, consequently the geometry of the room is 
ignored. On the other hand, the early part is simulated by means 
of the “Image Source Method” and “Image Receiver Method” 
[11]. The order of the reflections can be altered in real-time and 
its maximum value is limited to five. Early part & pseudo-reverb 
uses a hybrid algorithm in which the early part is estimated as 
described earlier and the reverberation part (i.e. the late part) of 
the room impulse response is estimated with digital audio signal 
processing algorithms. Specifically, two reverberation 
algorithms are currently supported: (a) Schroeder [12] and (b) 
Moorer [13]. According to the Schroeder algorithm the late part 
is calculated by the means of comb-filters and all-pass filters, 
whilst for the case of the Moorer technique the late part is 
approximated with an exponentially decaying white noise. The 
reverberation time is calculated using the Sabine equation [14]. 
A proprietary algorithm has been employed in order to combine 
the binaural early part with the monaural late part. 
Figure 3 depicts a general overview of the Amphiotik 3D-Audio 
Engine. For each pair of virtual receiver and sound source, a 
binaural IR is calculated, taking under consideration their 
instantaneous positions, orientation and room geometry and 
materials as well, if the early part option is enabled. Real-time 
convolution is accomplished by the means of un-partitioned and 
partitioned overlap-and-add algorithms. Each convolution 
produces two channels: Left (L) and Right (R). All the L and R 
channels, produced for each virtual sound source, are summed 
up producing finally only two channels. 

Figure 3: Amphiotik 3D audio engine general structure

Crosstalk cancellation (CTC) is applied if the audio playback is 
performed over stereo loudspeakers. CTC filters are built, in 
real-time, with HRTFs. The Amphiotik API gives the capability 
to select a different set of HRTFs for the crosstalk cancellation 
processing than the one used for spatialization. In general, CTC 
filters built with HRTFs impose the problem that the low-power 
low frequencies are excessively amplified and vice-versa. Two 
strategies have been used in order to overcome this problem: (a) 
the employment of band-limited CTC and (b) a special 
equalization method called “Transaural Equalization”. Band-
limited CTC simply partially overcome the above problem by 
not using the very low and the very high frequencies. The 
outcome is that musicality becomes significantly better, and at 
the same time the loss of the very low and the very high 
frequencies is not particularly perceptible. Transaural 
equalization on the other hand, is based on post-filtering of the 
transaural audio channels, in order to approximate the 
magnitude that they would have if listening over headphones 
was selected. In addition, the software gives the capability to 

apply the crosstalk cancellation filters directly to the stereo input 
without prior processing through the 3D-Audio engine. It is also 
important to note that the Amphiotik API gives the capability to 
select non-symmetric loudspeakers positions (e.g. for 
loudspeakers in cars). 
Additionally, as it shown in Figure 3, post-equalization is 
applied to the synthesized binaural signal, which may optionally 
include headphones equalization, user-defined frequency 
equalization and Automatic Gain Control (AGC). Pre-
equalization is also supported for the stereo audio signals before 
they are spatialized.  
Concerning the sound motion simulation, a time-varying 
filtering method is employed that minimizes the need of 
additional computations for accurate moving sound-sources 
representation. This mechanism additionally takes into account 
psychoacoustic criteria and cues for perceptually optimizing the 
3D audio representation performance [15]. 
Finally, for effective real-time operation and interaction with the 
user, the Amphiotik engine checks for any possible change of 
the parameters in time frames, which are defined by the block 
length used (typically 512 - 8192 samples at a sampling rate 
equal to 44.1 KHz) and re-initializes all the appropriate 
modules.

Figure 4:  The Amphiotik Enhancer module 

In order to demonstrate the capabilities and the performance of 
the 3D audio enhancement platform, the Amphiotik Enhancer 
plug-in was developed during this work, which uses the 
Amphiotik API and engine (Figure 3). As mentioned previously, 
its main purpose is to enhance the standard stereo audio signals, 
offering a much more pleasant 3D acoustical experience. The 
Amphiotik Enhancer module is compatible and can be plugged 
in several popular audio hosts (like Winamp, Windows Media 
Player, VST Hosts, and DirectX). 
The Amphiotik Enhancer incorporates all the API features that 
were described previously, through a graphical user interface 
(GUI). Typical user interaction procedures include manipulation 
and definition of the audio streams, definition and placement of 
the virtual sound sources and the virtual binaural receiver, the 
analytic description of the desired sound field models, as well as 
the selection of the HRTF library (as shown in Figure 5). Cross-
talk cancellation or headphones playback options are also 
available while frequency equalization can be additionally 
selected. It is important to note that the GUI supports 3-
Dimensional view of the virtual world, for better user-perception 
of the intended simulations and the final binaural playback. 
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Figure 5: HRTF library selection GUI 

The perceptual performance of the proposed 3D audio 
enhancement platform was evaluated through a number of 
subjective audio tests. During these tests, the Amphiotik 
Enhancer module was used for producing enhanced 3D audio 
material from typical stereo (CD-quality) recordings. The 
responses of the experienced audience that participated into 
these tests have shown a significant improvement of the 
perceived audio immersive impression. Moreover, from these 
tests it was found that for real-time operation and for sound field 
models activated, up to 8 virtual sources in average can be 
defined, allowing the high-quality and flexible stereo to virtual 
sound source mapping. 

5. Conclusions 

The advent of many multichannel audio coding and playback 
formats and schemes is nowadays leading towards the surround 
sound prospect. However, due to the large volume of existing 
legacy stereo audio material as well as the usage of electronic / 
consumer playback devices equipped with stereo loudspeakers, 
the employment of appropriate signal processing algorithms for 
3D enhancement of stereo audio signals is now more 
demanding.
In this work, a novel 3D audio enhancement platform is 
presented which converts any stereo audio material to a high-
quality immersive audio stream. The conversion is performed 
using binaural rendering, which allows the creation and accurate 
representation of various forms of virtual auditory worlds. The 
proposed platform may be employed for the development of 
both software plug-ins as well as for hardware-based 
applications, using an Application Protocol Interface (API) 
available. Here, it is shown that, in terms of 3D audio 
perception, the proposed platform achieves high degree of 
authenticity, due to a number of optimized algorithms, such as a 
novel HRTF equalization scheme. Moreover, the 3D 
enhancement platform is optimized for real-time operation, 
allowing its employment to consumer devices, game engines 
etc. 
Future research work will consider in more detail moving virtual 
sound sources, taking into account additional psychoacoustic 
parameters and cues that are required for authentic sound 
reproduction, such as the Doppler effect. 
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Abstract:

One of the problems with designing new and untried applications, is the sheer effort needed to produce a testable prototype. Many

projects get bogged down with production problems and hardware/software issues before they can even be tested for their basic

functionality. This creates delays and frustrations within the project structure as well as creating unnecessary pressures on the project

structure itself.

This is equally true for the two main types of prototype/application created in design research:

1. a potential new product

2. a viable test bed to test an hypothosis.

This paper investigates approaches, both practical and philosophical, to design processes and construction techniques that endeavour

to bypass the most common pitfalls and stumbling blocks to a working prototype.

In the main, the paper focuses on designing with ’Audio’ as an effective tool for quick, effective and emotive prototyping.

Practical examples, both successful and catastrophic, are used to illustrate these aspects. In specific we will be comparing two audio

based games, Journey and Beowulf, looking at their respective weaknesses and strengths.

These prototyping techniques are realised, in the main, through easily available tools and recording techniques, based on standard

audio-visual techniques. This provides a neat fast-track to developing ideas into viable applications.

However while we can utilize a vast array of existing technologies to enable fast proto-typing, the most crucial element in

successfully creating testbeds and bringing them before a test group is the intellectual approach to experiment design. Understanding

the fundamental processes and isolating the essential questions the application is intended to answer has a direct bearing on our

ability to channel available creative and productive energies with the maximum focus. Audio provides us with emotive tools highly

suited to performing these kinds of functions.

The advantage of taking this approach is a quick, flexible and, not least, economic route to getting vital early answers to practical

research problems in IT user-based projects.

1. Introduction

There is a huge amount of difficulty involved in initiating design

research projects (though this can as easily apply to behavioural

studies where some practical test bed is needed).

Often, a project is faced with two choices, to create a clear

specification from pre-determined project goals or develop one

or a series of test-beds and/or prototypes designed to lead the

project towards a satisfactory conclusion.

While specifications can initially seem a clearer and more

concrete route to take, this is often less effective and more costly

than creating a prototype
3
, especially when the goal of a project

is research rather than pure product development.

For these kinds of projects to be truly viable, some kind of

appropriate prototype must be created to allow for flexible

testing and assessment. The irony of this is that the prototype

itself, if over ambitious or poorly conceived, can demand the

lion’s share of the effort and resources that are available to the

research team; It can even be argued that these kinds of over

ambitious prototypes fall into the category of a specification

based pre-product
3
. Those responsible for the initial design-

decisions in the team must therefore be very sure that:

A. The finished prototype will work as expected.

B. The finished prototype is capable of answering the

research questions.

C. The development requirements of the prototype are in

balance with the overall project plan.

One trap that research teams can easily fall into, is the idea that

new research must mean innovative and groundbreaking

elements at all levels of the project. The tendency to pour

creative resources into trying to meet this ambition can, in many

cases, prove highly counter-productive.

This paper is an attempt at looking at alternative methods that

can provide a better resource balance and allow for a faster

pipeline to a project’s desired result.

2. Comparison: ‘Journey-Beowulf’
In order to be as clear as possible and to illustrate the pitfalls and

common mistakes involved in these kinds of projects we will be

comparing two actual projects, one a total disaster and one a

qualified success (according to the reaction the team has

received from their peers).

3. Project A. ‘Journey’

The first project ‘Journey’ was designed to investigate the role

of sound, and especially music, in delivering, controlling and



130

���������� ����������� ������ ������� ����� ��� �������� �������������

- 2 -

relating gaming content to the user. It was designed to control

the actual rendering of the music using the game state

information generated by the player’s actions within the game

itself. This in turn would be converted to trigger-logic, which

would steer and to a large extent create the music and audio

effects content of the game on the fly.

The game was designed as a high end application for mobile

phones and the project was intended to produce a working

prototype within six months as part of it’s deliverables package.

This was considered imperative to the success of the project.

The intention was to lift the audio content from its traditional

supporting role, and allow it to share the role of principle driver

for the gameplay with the graphic presentation.

Because of the nature of the deliverable a huge potential

problem had been created, both practically and tactically.

The deliverable mixed what was essentially a working software

prototype with a research test bed designed to address a number

of research questions. This was to have dire consequences.

The game was envisaged as an open landscape of both visual

and audio stimuli combining to make a rich interactive tapestry

of sound and vision. There were various themes; city, seascape,

pastoral, etc. These were intended to reflect and represent

various genres in contemporary music.

It should be also noted at the point that the project was a

combination of two skill resources and centres;

Group A, with experience in advanced audio for mobile

telephones, and a Group B, with experience in audio applied to

games and gameplay design and graphics generation. These two

groups were often separated geographically and although they

met on a regular basis this did directly affect the level of

communication.

The knowledge and experience of both these teams, in regard to

both music generation and the construction and function of

computer games applications, was extremely high.

The project management was focused in group A, while the

group B provided most of the technical resources and were

responsible for the actual generation of the software, both audio

and graphics.

The project was managed through a shared design document and

very clear goals and milestones were set for each stage of the

project.

The project management stated that the graphics were to be

rendered in a full ‘real-time’ 3D environment. The audio

rendering was based on technology that had been used

successfully in two previous projects by Group B.

The project started well enough with some initial interactive

‘sketches’ being produced with the help of children’s plastic

toys and the film camera in a mobile phone. This was used to

establish some of the criteria for combining sound to in-game

events.

However, the project soon got bogged down in an endless

stream of detail and documentation.

After six months of intense work, the conclusion had to be

drawn that, while much useful work had been generated and a

host of valuable lessons had been learnt, the project had failed

miserably and that the deliverables had not been met.

The project had produced a nearly completed analysis and

mapping of the theoretical music structure. This covering the

relationships between tempo, harmony, instrumentation and

phrasing, and while in itself was a comprehensive and original

piece of work it was highly theoretical and needed the prototype

to show if it was valid or not. This phase of the project had also

demanded some 60% of the available resources.

There was also a test bed for the graphics. This used primitives

such as cubes and triangles to represent objects and characters in

the game. The test bed was intended to see what the result of

triggering sound from game events was and assess the

programming demands with a view to the end delivery system, a

mobile phone. This test bed was bogged down by huge technical

problems from the beginning and never really worked on the

authoring PC let alone on a mobile simulator or actual phone, a

minefield that affects most attempts at placing high-end, gaming

content onto mobile phones
4
.

Most of the difficulties with utilizing audio are to be found in

the interpretive/artistic areas rather than the technical. The eye is

quick to pick up on visual deficiencies (a missing shadow under

a tree) whereas audio is normally more forgiving.

Audio is also capable of creating far more realistic scenes with

far less resources
2
. This is a huge advantage when using audio to

create prototypes. The problems Journey encountered had very

much to do with the interaction between audio and the visual

graphic rendering technology.

This was hardly an auspicious result for the effort put into the

project, as we have stated…it was a substantial failure.

Why was this?

With the benefit of hindsight, it is possible to identify a number

of pitfalls that from day one had doomed the project to its

eventual fate:

1. By mixing a practical prototype with a research test

bed we had put the cart alongside the horse. The

prototype needed the answers that the test bed was

designed to give before it could, itself, be defined.

2. There was a very clear intention to produce the

prototype as a working application on an actual

mobile phone. While this would have been of great

benefit for both the technical status of the application

and demonstration purposes, it loaded the project with

two huge stumbling blocks at the very beginning.

Applying high-end graphics and complex real-time

audio are two of the most difficult programming

challenges when creating content for mobile devices.

3. The insistence on using real time 3D for the graphics

gave the project both an undue focus on the graphics

issues, as well as raising the performance ambition

and demands for the audio content. It became, for

instance, very noticeable that the team discussions

were all about the graphics quality, representation,

level of animation quality etc. and not about the use of

audio in the application.

4. Focus on the key issue of ‘Sound as a principle driver

of gamplay’ became lost in the flood if technical

issues and problems that needed to be resolved.

5. As the project progressed, a percentage of the team

became convinced that the theoretical direction of the

audio analysis and proposed application did not hold
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water, and that a far simpler approach would yield

better results. However, by that time such huge

investments of time, effort and prestige had been

lavished in the project that it was as good as

impossible to reverse the direction the project was

taking; Every minute from meetings, every thing you

tell people outside the group, all these statements you

do are investments in a certain direction. The more

you invest the harder it gets to back out again.

Therefore it is extremely important that you don’t take

on a project that is greater than you can handle and

every thing you decide to produce is actually doable.

6. The time it took to create such a complex test-bed,

meant that it was by its very nature inflexible and,

ironically, only capable of performing according to the

initial limitations of the project.

3.1. Project B. ‘Beowulf’
After the decision to terminate ‘Journey’ was taken, there as still

a very strong feeling in the B team that the research question at

the heart of the project was still worth pursuing.

Audio’s potential is extremely underused in most gaming genres

compared to visual stimulus, especially when considering it’s

technical advantage over even the most up-to-date, real-time

graphics:

’Since the introduction of commodity 3D-accelerated graphics

cards, the evolution of graphics hardware and software has

progressed at an increasing rate. Despite this, entertainment

applications using real-time computer graphics are still far from

producing images that approach the complexity found in reality.

In contrast to graphics, the fidelity of audio found in current

commodity audio cards is remarkably true to life.’
2

A decision was taken to create a completely new project,

‘Beowulf’, to try and achieve what Journey had been partly

designed to do: Test how sound can trigger and stimulate

gameplay.

However, a fundamentally different approach was taken from

the very beginning.

A practical deliverable was not specified at the start. The

project’s aim was to answer the research question, via an

application that was intended to presented as a simple, intuitive

experience for the user
3
.

The prototype specification was honed to answer this question

as clearly and as simply as possible. To this end, the followings

design criteria were decided:

1. There would be no graphics to speak of, only a simple

revealing map to help the player navigate.

2. There would be no intro text.

3. There would be no speaker or narrative speech.

4. There would be no music.

5. There would be no in-game text.

6. The game would need no instructions more than a

quick explanation of the four buttons used to control

movement.

It should be noted that the deliverable was not designed as a

working game but, rather, as a test bed that focused all of its

content onto gameplay and audio content. The intention behind

the criteria was to remove any stimulus that relied on other skills

than the interpretation of pure audio in an attempt to minimise

contextual contamination that might affect the test subjects

reaction to and interpretation off the project.

It was also important that the application should not be

perceived as a game for the visually impaired. It was the relation

of the sounds presented in the game to the users inherent ability

to visualise events and locations that was of primary interest.

The technique of stripping down the project to an absolute

minimum had a positive, two-fold effect:

1. On a technical level it was very easy to analyse the tool set

needed to create the prototype.

2. It was also very easy to analyse the reactions of the test

subjects; with such a focused use of sound it was no problem to

determine exactly what they were reacting to, and they were

able to be very concise in describing how the stimulus had

affected them.

The first usable version of the prototype took a mere two weeks

from the initial idea to its first working inception, limited and

primitive though this undoubtedly was. However, even at this

stage, it was sufficient to provide guidance and answers for the

continued development of the prototype. It was even possible to

begin testing some of the theoretical ideas almost immediately.

The prototype proved to be very flexible and was easy to

reprogram and change whenever this was deemed necessary.

This ability to generate reaction early on was a huge benefit, it

allowed for the test procedures to be designed with some

practical insight of how the gaming experience worked. This, in

turn, made for better, more-focused testing. It also allowed the

team to realise certain effects early on and envisage new testing

procedures that took this into consideration.

An example of this would be the early reaction to certain

placeholder sounds. An environment had been designed with a

carpet of old bones on the stone floor. A suitable sound was to

be triggered when the game character walked across these. No

existing sound of ‘walking on bones’ could be found so a SFX

was created for the environment using eggshells and celery

being snapped. It was a total surprise when early test subjects

were able to identify these sounds, not with the intended

inference ‘bones on a stone floor’ but with the actual sound

source; celery and broken eggshell.

The subjects all demonstrated that we have a remarkable audio

library in our heads that allows us to identify sounds with a

higher degree of accuracy than was expected.

Note: It appears that as soon as even simple visual information

is added to this, it overrides our ability to identify these sounds

accurately. So, even though the Foley sounds were created in the

same way as for an audio-visual experience, it became necessary

to rethink the sound design process. It has been shown that there

is a clear audio-visual correlation affecting our perception of

sound and vision.

’… we showed that, audio stimuli do indeed attract a part

of the viewers’ attention away from the visuals and as a result,

the observers find it more difficult to distinguish smoothness

variations between audiovisual composites displayed at different

rates, than between silent animations.’
1

Although, we should point out that this work has concentrated

on the effect of audio on our visual perception, and not the other

way around.

This meant that the audio sourcing for Beowulf had to be more

careful and rigorous than was initially intended. Had the audio

library been an integral part of a more complex system this

might have been a much harder area to adjust. Had the problem
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been part of a graphic representation (pre-rendered or real time

3D) the work to adjust it would have been tenfold.

One could say that the Beowulf prototype grew organically,

allowing for testing and redesign as each feature was added,

while always keeping the focus on the research task. The result

of this was that the testing started at an earlier stage than was

originally intended. The first tests were performed with a

version that almost totally lacked the intended gameplay. It was

basically a simple navigational experience, with all of its appeal

in the various soundscapes experienced.

This in turn lead very quickly to a second prototype being

constructed (Beo 2) that was able to test aspects of sound quality

not addressed by the first, such as the quality of the sound file

itself and the effect this has on the users perception of the

environment. This had not been part of the original plan, but the

testbed proved itself well able to adapt to this new role.

As the results from both prototypes are addressed in other

papers, we will not deal with them here. Sufficient to say that

both delivered a more than satisfactory payload for the time and

energy demanded in their creation.

3.1.1.Simple prototyping is nothing new.
There are a number of examples where a deliberately simplistic

or low-tech approach has been used to create innovative and

even revolutionary products.

The Palm pilot was reinvented after two embarrassingly bad

versions that were too ambitious and too ‘clever’.

It’s inventor, Jeff Hawkins, suddenly changed tack from the idea

that the device would replace the PC and focused on replacing

the paper based notes and devices people were carrying with

them.

In order to best design this he made small wooden models that

he pulled out in meetings and pretended to use:

’Here Hawkins posed a simple question: How small is small

enough? His answer yielded the second principle: Small enough

to fit in a shirt pocket. He paced the hallways at Palm

headquarters, ruler in hand, measuring pocket sizes against

small blocks of balsa wood. He designed screens and pasted

down configurations of various applications.’
5

Another good example of this is ’Spore’, a new game from Will

Wright created for distribution by Electronic Arts.

This product has relied on extensive and free prototyping to find

the most suitable solutions to the myriad of design problems it

faced. So interesting has this design process been for the

industry that the prototype process has been presented at several

trade shows, including GDC in San Jose and the Montreal

Games Summit where it was a keynote given by Chaim Gingold

and Chris Hecker, both of Maxis/Electronic Arts.

’Your prototype should be persuasive and fun. You should have

to kick people out of your chair... If someone sits down and

wants to play it, you win.’ Chris Hecker.

http://www.gamasutra.com/phpbin/news_index.php?story=11628

3.2. Conclusions
If we are to avoid the mistake of painting ourselves into a corner

and exhausting resources and time on project solutions that may

well not answer our fundamental needs, we need to be very clear

about what we are trying to do and extremely effective in how

we achieve our goals.

Our practical tactics should allow for maximum flexibility in the

application and we should be open to letting the developing

prototype dictate our route of progress.

So the eventual methodology guidelines used can be stated as:

1. Define the specific focus for the project…what is the

key question, then stick to this.

2. Analyse what type of prototype can best answer this

key question in the most direct manner.

3. Design the simplest/easiest prototype that can do the

job. Use existing tools wherever possible…if you have

to create new technology, make it quick and dirty.

4. Don’t concern yourself if the prototype is using a

different technology than the eventual application, just

as long as it answers the question effectively.

5. Start with a stripped down version of the prototype to

test its ability to perform as required.

6. Keep the prototype flexible enough to be expanded

and changed within the brief.

7. When all the fundamental research/development

questions have been satisfactorily answered, then

build the application.

8. Be prepared to throw stuff away if it doesn’t work

(especially the stuff you really like).

.

Warnings and observations:
One of the side effects of using really simple, if effective,

prototyping techniques is the feeling within the team that it’s not

really a ‘real’ project. The speed at which initial achievements

can be achieved can give the illusion of a less than satisfactory

effort on the part of the design team. This is one reason why it

is imperative to set up clear goals and benchmarks for the test

application. If these are achieved with a minimum of effort then

the team can only conclude they have performed well…

it can also be quite unnerving when the reaction to a project

seems out of proportion to the perceived effort put in by the

team to realize it.
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Abstract. Almost all computer games today are based on a visual presentation on the screen. While the visual realism advanced the 

main baseline of the interaction remains the same – when you switch off the display the fun is gone. In our research, we aim to 

provide non-visual access to computer games providing blind and sighted players with fun and pervasive interaction. As an 

application example we developed AuditoryPong, an interactive game that transfers the game PONG into a physical and acoustic 

space. The central elements of the game are transformed to moving and movable acoustic objects in a 3D acoustic environment. 

Based on the current acoustic game state the user moves the game paddle with body interaction or haptic devices and receives 

immediate acoustic feedback. Players do not need the visual display and sighted and blind people can play PONG together. 

1. Introduction 

Most of today’s available games provide magnificent graphics 

to simulate fantastic worlds. The quality of the visual output 

constitutes a crucial factor for the game experience. Sound 

effects are becoming more realistic as well. However, similar to 

other non-visual modalities sound often serves mainly as an add-

on for better entertainment without having a major impact on the 

game design and without transporting much primary information 

to the user. 

There are already multiple examples were sound has a major 

impact not only on experiencing games, but also as a necessary 

part to play a successful game, e.g. first-person shooter. In 

previous research we developed, for example, a multimodal 

presentation for a mobile paper chase game. We used non-

speech sound instead of a graphical map to provide information 

about the location of the next geo-referenced riddle [1]. 

Unfortunately, not all people are able to participate in the 

improvement of current game developments. Visually impaired 

and blind people do not have access to visual-oriented games, 

reducing their possibilities becoming entertained, having fun, 

getting socialized, and competing with others.  

Apart from games developed for sighted players only, there are 

games specifically developed for user groups with special needs, 

e.g. auditory games for the blind. One of the first audio only 

games was “Sleuth - an audio experience” [2], which uses not 

only pure auditory cues but also speech output. Further 

examples of acoustic games are the sonification of the Towers 

of Hanoi [3] and the non-speech acoustic output for the games 

Mastermind and Tic-Tac-Toe developed by Targett et al. [4]. 

Auditory games for the blind are normally based on visual 

games with a very simple game idea. Their visual artefacts differ 

often only in their form or colour. This information can be quiet 

easily transferred into another modality. However, similar to 

visual oriented games, these games do not make use of the full 

potential of games in the sense of supporting the inclusion of 

different user groups. A game specifically developed for a blind 

user, for example, can typically be played only by the blind user, 

against a computer opponent or against other blind people in 

case of a multi-player game. Playing across different user 

groups with different visual capabilities is not possible. 

In this paper, we propose the non-visual game “AuditoryPong” 

that can be played by sighted and blind users against each other. 

Based on the early published computer game  PONG, we 

developed a new presentation metaphor and interaction 

techniques allowing blind people to interact within a virtual 

sound environment, perceiving game events, and controlling 

game artefacts, while sighted users still can use their well known 

input and output devices. The participants of the game can play 

at the same physical location but also over the Internet. The 

game design allows a sighted user to play the game without 

seeing a display but the player can also use a visual game 

interface. In AuditoryPong we bring the different user groups 

together as the game has been consistently translated from a 

visual interaction paradigm into an acoustic interaction 

paradigm. Through this, the game’s idea, its elements, and 

interaction remain while enabling both user groups to hopefully 

win the game. 

The remainder of this paper is structured as follows: The next 

section shortly recaps the original computer game PONG to the 

readers. The paper elaborates on the challenges and 

requirements of transferring the visual-oriented game into a 

pervasive acoustic and physical environment.  Then we present 

the non-visual interaction design including the various input 

devices we developed or adapted for AuditoryPong. We 

describe the design and implementation as well as our 

experiences during several public demonstrations. The paper 

closes with a conclusion and an outline of our future work. 

2. The Original PONG Game 

One of the most prominent and early example of a visual 

computer game is PONG. Originally PONG game was invented 

by Nolan Bushnell and first published already in 1972 by Atari 

Inc. The game was first designed as an arcade game. Later it 

became very popular on home consoles like the Tele-Games 

console shown in Figure 1.

PONG is played on a two dimensional game field, which is 

divided into two halves. Figure 2 and Figure 3 illustrate the 

game layout and game elements. The user can choose between 

to layouts: horizontally – playing from the left to the right as 

shown in the figures – or vertically – playing from the top to the 
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bottom. After starting the game, a ball represented by a small 

dot moves over the field from one side to the other. 

  

Figure 1: PONG arcade console (left) 

and home console (right) [5]. 

Each player’s goal is to make sure that the ball is not moving 

across the own baseline. To achieve this goal, the user can move 

a paddle along the baseline and try to hit the ball. If the player 

fails, the opponent scores, otherwise the ball collides and 

bounces back. The two other borders of the game field consist of 

walls. Each time the ball collides with a wall or paddle, the 

game plays a “beep” sound. The game is either played alone 

against the computer or against a human opponent. Both players 

are playing on the same machine at the same location. 

Figure 2: Original PONG game layout 

3. Transferring PONG into a Non-Visual Game 

In order to transfer PONG into a non-visual game, for example 

to make the PONG game accessible for blind people, the player 

needs to be able to perceive any of the visual information in a 

suitable modality.  Furthermore the player must be able to 

control the main game elements. In this section, the game is 

analyzed in more detail to identify the information, which are 

exchanged between user and computer. The game field of 

PONG is a rectangular two dimensional area bordered by two 

walls on the sides and two baselines in multiplayer mode or one 

baseline and another wall in single player mode. The solid walls 

ensure that the ball rebounds if it hits the wall. Furthermore, the 

paddle cannot be moved through the walls. Figure 3 shows the 

basic game elements of PONG. 

3.1. Presenting the Ball and its Location 
One prerequisite to play the game is to perceive the location of 

the ball. For the design of AuditoryPong it is important to know 

when, how often, and how accurate the location of the ball needs 

to be perceived by the player.  

The ball moves continuously within the game field. The primary 

user task is to manoeuvre the paddle to the position where the 

ball would hit the baseline. Keeping in mind that it takes some 

reaction time and time to move the paddle to a certain position 

on the baseline, we can conclude that the user must predict the 

ball’s position in the near future. The player can achieve this by 

analyzing the movement of the ball. For this the ball’s location 

must be presented continuously to the player as it is 

implemented in the original PONG through “moving” the ball’s 

pixels. The accuracy and the time horizon of the prediction 

depends on many factors: the size of the game field in relation to 

ball and paddle, the velocity of the ball, and the speed the user is 

able to manoeuvre the paddle. If these parameters remain 

constant, we can conclude for the presentation of the ball’s 

location, that the closer the ball approaches the player’s 

baseline, the more accurate the information of the ball’s location 

needs be presented. If the ball is near the opposite baseline, the 

location presentation can be less accurate. 

Figure 3: PONG’s game elements 

PONG consists of several game elements that need to be 

presented to the user. The user must be able to distinguish these 

elements and to identify the ball. The exact presentation of the 

ball strongly depends on the final interaction design. However 

from the above requirements for the location presentation, we 

can conclude that the ball is permanently displayed to the user. 

Therefore a presentation should be used, which does not annoy 

the user and allows an easy and accurate localization. It should 

not prevent the identification of other game elements. The 

representation must reflect the current position of the ball 

immediately. 

3.2. Presenting the Paddle and the Field 
Manoeuvring the paddle to the position on the baseline, where 

the player assumes that the ball will cross it requires some 

knowledge about the paddle. Primarily the player needs to know 

the current location of the paddle in relation to the ball or more 

precisely the location where the ball is assumed to hit the 

baseline. The player can then decide if and in which direction he 

or she has moved the paddle. In addition, the user should get an 

impression of the paddle’s size in relation to width or height of 

the field. Although this relative information should be enough to 

play the game, it will help the player to perceive the absolute 

extent of the paddle to get a better idea of how far the paddle has 

to be moved.  

An impression of the field extent helps the player to imagine the 

maximum distance that is covered by the paddle. The player 

needs to get a general image of the game layout, i.e. if the game 

is played horizontally or vertically. 

3.3. Presenting Game Events and Moving the Paddle 
It is necessary to present all events of the game and actions of 

the user to increase the fun of the game and to enable the users 

to enhance their playing abilities. Feedback on certain actions 

and game events – other than the movement of the ball – should 

be given to the user. The prominent pong-sound in the original 

game is one of such feedbacks. It occurs when the ball collides 

with a wall or paddle and informs the user about a change of the 

ball’s movement direction. Another event is the collision of the 
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paddle with the wall, indicating that the field border has been 

reached and enables the player to perceive the distance between 

both field borders. Feedback should also be given if the ball 

leaves the field, i.e. crossing one of the baselines and one player 

loses the game. 

The only important physical activity the player needs to perform 

while gaming is to move the paddle along the baseline. 

Depending on the game layout, the paddle can be moved either 

from top to bottom, from left to right, or from rear to front. The 

design of the input interface should allow a continuous 

movement of the paddle to hold onto the idea of the game. In 

addition this makes it easier to keep track of the paddle’s 

position. 

3.4. Fairness 
The social aspect is one of our cornerstones of our work: The 

game design allows different user groups to play against each 

other. Two players can choose different presentation and 

interaction techniques to play the game, meeting best their needs 

and preferences. Due to different interaction devices and the 

perception through different modalities it is not always possible 

to present the information in the same granularity level. This 

may result in different preconditions for the two players and to 

an advantage for one player. The game would become boring 

and frustrating. To overcome this inequity and to increase the 

fairness the game needs adjustable handicaps (following the idea 

of the golf system) to reduce the advantages of one player or to 

increase the advantages for the other player. Parameters for 

adjusting handicaps can be derived from above requirements, 

e.g., paddle size, paddle friction, ball speed, etc. 

At first glance, PONG seems to be a very simple game. With its 

few game elements and rules the game is very easy to explain 

even if the player is not able to see. It turns out that when 

analysing it from the perspective of human-computer 

interaction, many parameters have impact on the game, its 

presentations and interactions. In this section, these parameters 

are examined, in order to provide useful information for the 

development of new interaction techniques. 

4. Interaction Design 

Interaction design defines the behaviour of interactive products. 

It deals with the communication between human and computer 

and determines the way information is exchanged. The previous 

section provides useful knowledge about what information 

needs to be exchanged for AuditoryPong. This section discusses 

potential interaction techniques and approaches how the 

information can be exchanged, such that blind and visually 

impaired people are able to participate in the game. 

From the user’s point of view, exchanging information can be 

categorized into output and input. Output stands for the 

machine’s information presentation, while input means the 

user’s ability to manipulate the state of the system. Designing 

input and output are parallelized tasks, because they are not 

independent from each other. For example, depending on the 

way information is presented, different interaction techniques 

can be applied, while others are not suitable. 

In the following, we provide an overview about different 

interaction techniques, that we have developed in order to play 

AuditoryPong. We start with the output design, particularly the 

auditory output, as this leads to further requirements for the 

visual output and the input design. 

4.1. Output Design 
To enable users to play the game non-visually, AuditoryPong is 

played within a virtual sound room. In this room, virtual sound 

objects can be placed, representing the game elements and 

events identified in the previous section. 

According to the requirements the ball must be presented 

continuously to the user. Thus, the ball is linked with a 

continuous sound. When the ball moves, the according sound 

object moves in the same direction with the same speed, 

representing the ball’s location. Since a moving ball in the real 

world has no unique sound, we cannot use a typical “ball-

movement-sound”, which can easily be identified by the user 

right away. A single continuously played note would be very 

annoying. Thus, we use a pleasant melody that is continuously 

looped as auditory representative. This melody contains a wide 

band of frequency to ease spatial localization of the ball. The 

representation of the ball is the most complicated part of sound 

design for this game. It is the only artefact, which is heard 

constantly. At every moment the used tones should enable the 

user to localize the position of the sound in relation to the sound 

environment surrounding him. As we use the volume to mediate 

the distance between the user (the paddle) and the ball, the used 

sound shouldn’t have any volume peaks or breaks. 

Collisions of the ball with the walls and collisions of the paddles 

with the walls are presented by short sound effects to inform the 

player about the respective event. These sound effects are placed 

at the position where the collision took place to convey the 

position of the event. In order to help the user to distinguish 

between different events, each collision is associated with an 

individual sound. The sounds represent the attribute of the 

colliding materials. As the ball represents a flexible structure 

and the wall a very robust structure, the sound should represent, 

that the ball does not slide on the wall when colliding, but 

suddenly bounces back with the same angle it hits the wall. So a 

short hard tone should result in a realistic impression. In contrast 

to the ball, we can use realistic sounds to mediate collisions, 

determined by the materials that are colliding. To minimize the 

number of concurrently played sounds we decided to not 

represent all information in the auditory modality. Static 

elements like the walls should be perceived over the haptic 

modality. So the user has to learn the combination of 

information from the haptic and auditory modality. They must 

work together for a realistic game scenario. 

In the original visual PONG game, the game is presented by a 

view on top of the field (bird’s eye view). Due to humans’ 

auditory perception, AuditoryPong requires a slightly different 

presentation of the game field. The auditory resolution is very 

low in vertical direction (it is hard to accurately locate sounds 

which are above or below our ears). Therefore, it is not 

recommended to use a bird’s eye view for the auditory 

presentation, since then the ball and the paddle need to be 

located on vertical direction. For this reason AuditoryPong uses 

the perspective 3D view. 

By placing a virtual listener within the sound room, the 

directions and distances of the sound sources regarding the 

listener’s position and orientation can be perceived by the user. 

The virtual listener is either located centred and in front of the 

baseline, as shown in Figure 4 on the left, or located centred of 

the respective paddle, as shown in Figure 4 on the right. From 

the respective position the player listens to the ball and to any 

collisions. If the ball approaches to the player’s baseline, the ball 

or more precisely the sound of the ball becomes louder. Hereby 

he is able to identify the distance of the ball from his position. 
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Furthermore the user is able to perceive the direction of the 

sound source. With the information of direction and distance, 

the user is able to appraise the location of the ball. By observing 

the ball’s movement the player can determine the ball’s speed 

and is then able control the paddle accordingly. 

Figure 4: Virtual listener stands centred in front of the field (left) 

and listener is moved along with the paddle (right)

For the sound design it is important to know, that evaluations 

showed humans are able to distinguish between about five 

different positions horizontally (cf. [6]). However, these 

evaluations took place with static positioned sound sources. 

Playing PONG the user perceives the additional information 

through the “history” of the ball’s position. So the user is able to 

anticipate the next position of the ball. This makes the sound 

design much easier.  

The user has to “calibrate” to get an idea about the velocity of 

the ball and how fast she has to move the paddle in the right 

directions. This is a normal process since current soundcards use 

averaged head related transfer functions (HRTF) to present the 

virtual sound rooms. These algorithms can not reflect the 

player’s individual hearing characteristics. When using 

headphones for the game the user has to adapt to the used 

(HRTF) that renders the sound environment. So the longer the 

user plays the game the better he learns this transfer function 

and will perform better in the game. 

As shown in Figure 4, the user perceives the ball from back to 

front and left to right or vice versa. From this it follows that the 

user moves the paddle horizontally to hit the ball. Additionally 

to the auditory output, we equipped AuditoryPong with a visual 

display for sighted people. In case users like to use both 

presentation techniques, the visual output should comply with 

the auditory output, in the sense that the paddle should be 

moved in the same direction, in order to avoid discrepancies 

between different output and input techniques. The layout of the 

visual game field of AuditoryPong is therefore vertically, i.e. the 

baseline will be on the bottom of the screen. 

4.2. Input Design 
With the original PONG console the players use adjusting knobs 

to move the paddles. With these knobs the requirements 

described above are only fulfilled if the game is played with a 

visual output. The auditory output alone cannot adequately fulfil 

all requirements since, for example, the field’s extend is not 

presented explicitly. Therefore, we developed or adapted 

different input devices to use them for AuditoryPong. We 

particularly address if and how the respective input device helps 

to fulfil the following requirements: 

• Present the paddles size and location 

• Convey an impression of the field’s extend 

• Move the paddle continuously 

As these input devices are not used in everyday live in 

combination with the sound output, the user has to learn the 

usage of the input devices with the sound feedback.  

We started with the traditional computer input devices mouse 

and keyboard that provide no information about the paddle’s 

size and location. We connected the user’s physical sensation 

with the paddle using a digitizer tablet and a physical slider. 

Finally, leaving typical computer peripherals as input devices to 

play the game, we allowed the players to steer the game with 

their own body movement using head tracking and body 

tracking technology. In the following we describe these input 

devices and their respective strengths and weaknesses in more 

detail. 

4.2.1. Mouse and Keyboard 

Mice as well as keyboards are the most common computer input 

devices. Both devices can be used to move AuditoryPong's 

paddles. If the mouse is moved to the left or the left arrow key is 

pressed, the paddle moves to the left. Moving the mouse to the 

right or pressing the right arrow accordingly results in a 

movement to the opposite direction. 

Since mouse and keyboard are relative input devices and do not 

use absolute coordinates, the user cannot move the paddle to a 

specific position. In addition, the player receives no information 

about the paddle’s position and size. The player only gets a 

rough idea of the field’s extends due to the sound which is 

played if the paddle hits a wall. Furthermore, the keyboard does 

not allow continuous movement of the paddle. In general the 

mouse is an inadequate input device for blind and visually 

impaired people as it is very hard to use without the hands-eyes 

coordination. However, in connection with visual output, which 

provides a visual frame of reference, mouse and keyboard can 

be used for sighted user. 

4.2.2. Joystick 

Analogue and digital joysticks are common input devices for 

many computer games. For AuditoryPong we use an analogue 

joystick, shown in Figure 5, which provides precise information 

about how far the stick is moved in each direction. If the 

joystick is in its centred position the paddle is centred as well. If 

the stick is moved along the X axis the paddle accordingly 

moves in the same direction. The paddle hits the wall if the 

joystick is moved to one of its border positions. 

Figure 5: Joystick provides continuous movement and absolute 

positioning of the paddle 

The joystick is used as an absolute input device. The frame of 

reference is defined by the joystick’s two extreme positions. 

Thus, the player can move the paddle to specific positions and 

receives information about the paddles position. However, the 

frame of references can not be perceived continuously and thus 

not very precisely and intuitively. In addition, no information 

about the paddle’s size is conveyed. The player is assisted in 

getting an idea of the field’s extents due to the joystick’s 

physical resistance if the paddle hits a wall and the stick its 

extreme position. The joystick allows continuous movement of 

the paddle. 
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4.2.3. Digitizer Tablet and Slider 

To enable the player to continuously feel the frame of reference 

we connected a digitizer tablet (Figure 6). The game’s baseline 

is mapped on the X axis of the digitizer tablet. Thus, the game’s 

left wall is at the tablet's left side, and the right wall is on the 

right side. The tablet itself is equipped with a physical border 

and tactile markers, which the player can feel with his or her 

hands. Using the tablet's stylus, the paddle can be moved by 

touching and moving the stylus on the tablet. 

Figure 6 Digitizer tablet provides a frame of reference and 

absolute positioning 

Markers on the tablet, which symbolise the game’s walls, clearly 

define and convey a frame of reference which the user can 

perceive continuously. Thus, the player can move the paddle and 

receive the paddles position precisely. The player gets a clear 

idea of the field’s extents and the stylus allows continuous 

movement of the paddle. However, the stylus does not provide 

any information about the paddle’s size.  

To provide the player with even more comprehensive feedback 

and enable him or her to identify the paddle's size we 

incorporated the concept of tangible user interfaces (TUI) [7]. In 

the context of TUIs the slider’s handle is a physical artefact that 

is connected with digital presentation of the paddle. According 

to Ghazali and Dix [8] the behaviour and appearance of the 

paddle’s physical artefact should correspond with the behaviour 

and appearance of the virtual paddle. Thus, we build the slider 

so that the physical handle has the same size as the virtual 

paddle. Our sliders are presented in Figure 7. 

Figure 7: Slider mediate a frame of reference and the size of the 

paddle 

4.2.4. Head Rotation 

If the player uses headphones, the sound room rotates with the 

head, which gives an unrealistic impression of the perceived 

acoustic environment. In the real world a sound source in the 

front is equally loud on both ears. After turning the head to the 

right the sound can be heard stronger on the left side than on the 

right side. Thus, in the real world we are enabled to perceive the 

direction of sound sources very accurate. To achieve increased 

user-immersion we mimic the real world’s acoustic behaviour. 

The orientation of the virtual listener inside the sound room is 

adjusted according to the orientation of the user’s head. This 

orientation is tracked by a Flock of Birds Headtracker from 

Ascension Technology. The Headtracker’s small sensor is 

attached to the headphones as shown in Figure 8. By adjusting 

the acoustic output according to the the head’s orientation the 

user gets a more realistic sound impression. Thus, the user can 

locate the ball and other sounds more accurate. 

To enforce the user to experience the improved acoustic 

presentation she can control the paddle by rotating the head. The 

paddle moves according to the user’s line of sight. Moving the 

head to the left or to the right steers the paddle to the left or to 

the right on the vertical game board. By virtually “looking” at 

the ball the ball’s sound is equally loud on both ears and the 

paddle is in the right position to hit the ball. Thus, it is easy to 

hit the ball by simply facing in the right direction. 

Figure 8 Moving the paddle by rotating the head 

4.2.5. Body Movement 

To relieve the player from sitting in front of the desk we turn 

PONG into a pervasive game and release the game from the 

computer chair. We connect the virtual game board with a real 

room. The physical walls of the real room represent the two 

walls of the game. The user body represents the paddle in 

physical game board. By physically moving his or her body 

between the two walls the user moves the virtual paddle. In 

addition, the position of the virtual listener within the sound 

room is moved according to the user’s real position. 

Figure 9 Pervasive interaction with face tracking 

To redeem the user from any cables we use wireless headphones 

and determine the user’s position using face-tracking technology 

as shown in Figure 9. The user moves in front of a Web cam that 

captures the scene and detects the player’s face. While the user 

moves to the left or to the right, the camera tracks the face in 

real time. As there is no visual display the user relies only on the 

physical movement in the room and the acoustic feedback.  

5. Game Demonstrator 

We have developed an AuditoryPong demonstrator and tested 

the interaction techniques at several public events. In the 

following sections we describe the design and implementation 

of AuditoryPong and summarize our demonstration experiences. 

5.1. Design and Implementation 
AuditoryPong has been designed as a multiplayer game which 

can be played over the Internet. We implemented pong using a 

client/server architecture. The server processes the game logic, 

for example calculating the position of the ball. The thin client is 

responsible for the user interface, i.e. presenting the game 



139

AuditoryPong – Playing PONG in the Dark 

- 6 - 

elements and game events, and processing the user inputs. Client 

and server can be run on the same machine to also allow local 

gaming with two players. The client architecture is illustrated in 

Figure 10.  

Figure 10: AuditoryPong’s architecture 

The architecture consists of five main components: 

Communication, Logic, Data, UserInput, and UserOutput. The 

communication component encapsulates the network 

communication with the server (sending and receiving game 

events). The data component represents the models of the game 

elements, stores and manages their properties, and provides 

functions to manipulate and access their states. The user 

interface is realized by the UserInput and UserOutput 

components. Status changes received from the game logic are 

processed and outputs for the currently active output device(s) 

are generated by the UserOutput classes. The UserInput classes 

receive any events from the input devices and calculate new 

states of the game elements. The logic component initializes and 

manages all other client components, provides interfaces and 

forwards messages between the data component, the network, 

and the user interface. 

Besides the more essential components, our demonstrator 

provides accessible dialogues to configure the game. 

Configurations can be stored in profiles that include the input 

and output device, the network setup, and fairness parameters 

like paddle size, paddle friction, and speed of the ball. 

Furthermore the player can choose between different sound and 

graphics themes.  

AuditoryPong is implemented in C++. For the non-speech 3D 

sound we used a sound framework for auditory displays that we 

have developed earlier [9]. The sound framework can be used 

with various sound libraries and APIs like EAX, DirectSound, 

A3D, FMOD and OpenAL. For the face detection and tracking 

we used algorithms provided by the Open Source Computer 

Vision Library (OpenCV) [10]. Other devices are connected via 

standard C++ libraries. 

5.2. Demonstration Experiences 
AuditoryPong has been demonstrated on several public events. 

The most prominent event was the Ideas Park organized by 

ThyssenKrupp [11] where about 3000 people dabbled in the 

game. Two players – mainly between 8 and 16 years old – 

competed at a time. One player played with a visual screen and 

the joystick as input device, the opponent played without visual 

feedback within a box using the slider to control the paddle and 

speakers for the sound output. The player with the visual 

feedback was handicapped by higher ball speed, paddle friction 

and a smaller paddle. After a really short familiarization time 

(about one minute) both players were mostly able to play the 

game against each other over a longer period of time. The 

interfaces came out as very easy to learn and extremely robust. 

Most players quoted to have fun with the game and were 

surprised that blind players were able to keep up with sighted 

users. The fairness functions helped to balance the different 

handicaps of both players. 

There have been several regional events with between 10 and 

300 visitors, to whom we have demonstrated AuditoryPong 

along with its different interfaces: Long Night of Computer 

Science [12], Girls’ Day [13] (both supported by the German 

Federal Ministry of Education and Research), and dorkbot [14]. 

The experiences at those events provided us with further 

feedback about the implemented interaction techniques. Most of 

the players’ statements can be compared with those from the 

Ideas Parks. The computer vision based body movement input 

technique turned out as not as robust as the slider or digitizer 

tablet due to unstable lightning conditions. However, playing a 

computer game without a monitor or the need to use an extra 

device to control the paddle provided the players with new 

interaction experiences. 

Within the project ENABLED [15] AuditoryPong is used as a 

training application for blind and visually impaired people. In 

ENABLED applications are developed, which mediate spatial 

information non-visually through 3D non-speech sound. 

AuditoryPong serves as practice for those applications and to get 

familiar with the new interface through play. Interviews showed 

that blind and visually impaired people were able to play the 

game easily and that they learned the spatial relations between 

the different game elements without difficulties. They stated that 

AuditoryPong is a useful introduction to auditory displays and 

trains in localising synthesised sound objects. 

6. Conclusion and Future Work 

In this paper, we presented AuditoryPong, an advancement of 

the original computer game PONG, which can be played with or 

without a visual screen by both blind and sighted players 

together. We analyzed the different game elements, game 

events, and control requirements of the original PONG, in order 

to determine the necessary information and input mechanisms 

that need to be provided to the user for playing. Transforming 

the visual game into a non-visual playground, we designed a 

new user interface and new interaction methods: Core of the 

interface is the spatial non-speech audio component which 

presents the game elements and their spatial relations. We 

developed and integrated different input techniques, which 

enable the user to control the game. Some of these input 

techniques make use of haptic devices, which also present 

information about the game state and thus support the auditory 

output. Computer vision based face detection allows controlling 

the game by moving the own body, putting the player in a fully 

immersive environment. The interaction methods were 

evaluated through several public events.   

With AuditoryPong we showed that visually oriented 

applications, such as games, can be made accessible for blind 

and visually impaired people through non-visual interfaces. 

From AuditoryPong we aim to learn about multimodal 

interaction techniques and transfer our experiences to other 

application areas beside games. Experimenting with different 

modalities and devices we develop non-visual interaction 

paradigms that come naturally in different stationary or mobile 
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situation. In the future we will further improve the existing 

interaction techniques and investigate new non-visual 

interaction methods. In particular the combination of auditory 

displays and haptic and gesture interfaces looks promising for 

perceiving and exploring spatial information. 
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Abstract. In this paper we briefly introduce the narrative concepts of interactive media music. Therefore,
an organic correlation between music and the interactive scenario is essential. We elaborate and discuss the
two basic strategies to enable an adaptive musical accompaniment. The real-time arrangement of precomposed
music incorporates innovative musical structures, but often lacks flexibility, whereas an automatically generated
musical soundtrack opens up great potential for the application of automatic composition systems, although their
results are often said to be of minor artistic quality. Thus, we will furthermore introduce a third so far sparsely
regarded approach—the hybrid combination of artistically qualitative precomposed music and flexible generative
techniques. These open up new and prospective perspectives for the field of adaptive and interactive music.
This paper structures the innovative upcoming field of non-linear music with special regard to game scoring. A
contrastive discussion will compare the potentials and limitations of the compositional and generative approaches
and the newly introduced hybrid approach. For a stronger musical coherency we elaborate structure protective
adaption principles.

1 Introduction
Film scoring is said to be the role model for computer
and video games music. But while films are static and
linear, computer and video games are generally inter-
active and non-linear. From this ontological difference,
two major qualitative drawbacks emerge:
1. Music, as a linear art form as well, is hardly able

to organically follow an interactive scene. To the
disadvantage of coherency of musical flow and
content, abrupt cuts are largely used to resyn-
chronize music and interactive scene.

2. The musical linearity is one of the major obsta-
cles that prevent a closer linkage to the interac-
tive scene in respect of content. There is a con-
siderable lack of media theoretical awareness on
the narrative functions music is able to perform.
Thus, game developers rarely tap the full poten-
tial of music as an instrument of expression, nar-
ration and comment.

The adjacent section 2 will give an introduction to the
historically evolved functions of media music and lead
to a wider range of narrative responsibilities in inter-
active media (e.g., computer/video games). Therefore,
an adaptive and organic musical accompaniment is es-
sential. Sections 3 and 4 will describe the two conven-
tional basic strategies to tackle this problem, i.e., pre-
composed and algorithmically generated music. A fur-
ther minor explored approach will be introduced and
discussed in section 5. Section 6 concludes this paper.

2 Narrative Music

Combining music with different media is not new. This
so called media music can be found in the earliest
forms of appearance of music. Its traditional connec-
tion to movement, dance and text is well known and
bred famous classical art forms like ballet, theater and
opera. To an increasing degree, the composers see their
role not only in decorating and duplicating non-musical
content, but in mediating its deeper meaning and re-
flecting on it with musical means.

A typical example can be found in Felix Mendelssohn
Bartholdy’s oratorio Elijah. To mediate the primitivity
of the prayer to the false god Baal, he used a simplistic
harmonical language and counterpoint in contrast to
Elijah’s musically sophisticated prayer to his god. An-
other famous example is the final chord of Johann Se-
bastian Bach’s St. Matthew Passion with an upwardly
resolving dissonance—untypical in baroque music and
thus extraordinary flashy to the coeval ear—suggesting
resurrection and Easter [7, 12].

In theater, and its descendant the film, music plays
a more subconscious role. In both, visual layer, sound
and dialog are dominating and consciously perceived
while music has to be subordinate to them in terms of
its structure and development. However, this subcon-
scious perception does not imply a minor importance
within the dramaturgy. The more subconscious music
acts, the more it can condition the audience in a de-
sired manner and stimulate their perceptual direction.
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Its suggestive power can sensitize the audience to emo-
tional and analogous contents of the visuals [26]. Fur-
thermore, its combination with images and words spans
an association space of amazing unambiguousness [21].
Schneider calls this a semantization process [26]. Music
becomes meaningful as a narrative medium that does
not just express emotions and mood, but becomes a
means for the expression of associations and non-verbal
comments.

It can even challenge the meaning of the visuals
as Eisenstein, Pudowkin, and Alexandrow describe in
their famous Manifesto [11]. They distinguish between
audio-visual parallelism and counterpoint in terms of
the relation between music and image. Parallelism
comprises those musics that follow the visual content.
They express contents that are also visible in the scene
(e.g, its mood, themes related to visible characters,
micky mousing etc.), whereas the audio-visual coun-
terpoint describes music that controverts the scene. It
enriches or even changes the superficial meaning of the
images: A happy scene accompanied by scary disso-
nant music seems to hide a serious invisible danger.
In this way, the music acts as the speaking tube of
the author. Several musicologists, like Pauli [25] and
Thiel [27] supplemented this classification by a third
class, comprising those musics, which add new non-
visible content but do not controvert the scene, affir-
mative picture interpretation and illustration.

A more detailed contemporary classification of mu-
sical narrative functions is given by Johnny Wingst-
edt [29]. He distinguishes the following six classes of
functions.
Emotive Class:

– emotionalize content and acting;
Informative Class:

– communication of meaning;
– communication of values;
– establishing recognition;

Depictive Class:
– describing settings;
– describing physical activity;

Guiding Class:
– attention guidance;
– masking (out) of unwanted or weak elements
(e.g., projector noise, bad acting);

Temporal Class:
– provide continuity;
– define structure and form;

Rhetorical Class:
– comment, make a statement, judge.

In connection with the temporal functions, Wingstedt
states: ”In interactive non-linear media, such as com-
puter games, music’s ability to provide continuity is

an important quality with strong potential.”[29] Music
helps to integrate the disrupted episodicness of the cut
scenes to a whole. It connects visually separate loca-
tions of a virtual world into a bigger continuous and
more believable whole.

Current computer and video games rarely apply at
least a few of these functions and pauperize at a banal
entertaining, at best a parallelism-based score concept.
Thus, the pool of musical narrative means is extremely
underdeveloped.

However, since background music in games is per-
ceived and understood in the same way as film mu-
sic [19], it can by all means perform all its narra-
tive functions and even more. It can expand the
bandwidth of information flow by disencumbering and
complementing the visual channel, and support the
user/player in controlling and managing complex struc-
tures (e.g., in strategy games) [19]. Its associative
power can furthermore be used to influence his playing
behavior and decision process. Afterwards, music can
convey a response in terms of a moral comment etc.

In this role, it does not just refer to an actor on
screen but to the player himself and reaches him on a
more personalized and intimate level than ever. Music
can take a stand on interaction as an audio-interactive
counterpoint. This, amongst other educationally in-
teresting potentials, lies idle today. In [2], we give a
detailed discussion of this narrative concept which is
only possible in interactive media.

For the success of such more sophisticated and am-
bitious narrative concepts the dialectic unity of form
and content—well known to every artist—is essential.
It is not enough to play a suitable piece of music and
stop it when the scene ends. Like film music, interac-
tive media music has to organically correlate with the
development in the scene. Asynchronously cut music—
as widely used even in contemporary up-to-date top-
selling games—destroys inner-musical coherency and
flow. The indifferent relation between music and scene
is conspicuous; its functions seem enforced and con-
trived, not organic and plausible. A new type of music
(not necessarily style!) is needed that is able to organ-
ically follow an interactive scene, a non-linear music
that can automatically and flexibly be adapted. Adap-
tive music is needed. The following sections will discuss
the three strategies to tackle this problem.

3 Precomposed Music

The musically coherent scoring of interactive scenes is
a problem that the computer and video games indus-
try is aware since approximately two decades. Hence,
some of the most important solutions arose from this
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context. The scientific interest on this topic is much
younger and began to sprout in recent years.

The so far most impressive and qualitatively best
solutions incorporate not just a technical but also a
compositional treatment of the problem. Precomposed
music does not necessarily have to be static and linear.
It can feature special structural attributes that abet a
formally more open and unsealed musical layout. The
performer—in this case the computer or more precisely
the music engine—can deal with precomposed material
and rearrange it in realtime, even during the perfor-
mance.

It is at the responsibility of the composer to invest
these structural attributes within his musical concep-
tion and enable such an automatic arrangement. This
can feature three different characteristics: (1) a ma-
nipulation of performance-related means of expression,
(2) the arrangement of the timely sequential order of
musical sections, and (3) the arrangement of simulta-
neously playing tracks/parts.

3.1 Expressive Performance Manipulation

Without changing the composition in any way, its char-
acter of expression can already be varied by a change of
its performance style. A smooth cantabile melody may
appear romantic; the same melody in a faster tempo
and a staccato articulation appears snappy. The po-
tential of such performance means is used extremely
rare.

One of the earliest examples of such music adaptions
can be found in the classic arcade game Space Invaders
(Toshihiro Nishikado, 1978). A repetitive stepwise de-
scending four-tone sequence illustrates the approaching
of hostile UFOs. The closer they come, the more in-
crease speed and difficulty of the game. Likewise, the
tempo of the four-tone sequence accelerates and medi-
ates an increasing suspenseful precipitance.

The MIDI-based system REMUPP, presented by
Wingstedt et al. [30], allows tempo changes as well.
Additionally, a couple of further performance parame-
ters can be edited, namely: articulation, reverberation,
pitch transposition to different octave levels, and a tim-
bre change by selecting different predefined instrumen-
tation sets. These changes are applied while the play-
back proceeds uninterrupted.

Thus, the work with performance aspects includes
the use of tempo, articulation, timbre, acoustical and
technical effects, as well as, the change of dynamics
(loudness) and time signature based emphasis schemes.
Applying these aspects to a given piece of music
premises a suitable and in detail editable representa-
tion format; wave based audio formats (e.g., Wave,
MP3, and Ogg Vorbis) are inapplicable. The MIDI for-
mat is a better choice, although its direct use in games

scoring decreased during the past decade because of the
deficient and varying sound synthesis quality of home
computer soundcards. However, this problem can be
overcome by sample libraries (e.g., the famous Vienna
Symphonic Library [28]), since they are already widely
used in film scoring and the studio production of games
music.

3.2 Sequential rrangement

In the tradition of classical musical dice games (well-
known is that of Mozart [24]) most adaptive game
musics are composed as a rearrangeable sequence of
musical sections. Examples can be found in No One
Lives Forever 2 (Monolith Productions, 2002, scored
by Nathan Grigg) and Unreal 2 (Legend Entertain-
ment, 2003, scored by Jeremy Soule).

If interactive events necessitate a music change (e.g.,
the player enters a different location or is attacked), the
currently playing music section will continue uninter-
rupted to its end where the first section of the new
music joins seamlessly. Of course, the composer has
to take care of the melodic, harmonic, and metric con-
nectivity of all possible consecutive sections. To fur-
thermore smooth this change, the developers of Gothic
3 (Piranha Bytes, 2006, scored by Kai Rosenkranz)
retouch it with different percussive effects.

More elegant is the approach of the iMuse engine
created by Land and McConnell [20]: Jump marks can
be defined at every position in the piece. They can be
activated during the playback and trigger a continua-
tion on a different position in the same or another piece.
Furthermore, every mark can reference to a specialized
transitional cue that leads smoothly from the parti-
cular musical context to the other piece. Applied in
MIDI, these marks can also trigger changes of instru-
mentation, velocity, tempo, transposition, and stereo
panning. The iMuse engine is the most sophisticated
representative of the sequential arrangement that ap-
proaches and demonstrates its manifold abilities in lots
of famous Lucas’Arts computer games (e.g., Monkey
Island 2–4, X-Wing, and Tie Fighter).

3.3 rrangement of Simultaneous Tracks

To get a smooth transition between two pieces of mu-
sic one might be tempted to cross-fade them. Unfortu-
nately this does not work in general. During a cross-
fade both musics are hearable. The metrical and har-
monic overlays of independent unsynchronized pieces
generally sound quite confusing and unintentionally
dissonant to the listener.

Nonetheless, cross-fading is an expedient tool for
music transitions, provided that the music meets some
special demands: All tracks have to be played back
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synchronously and are composed bearing in mind that
they have to harmonize with each other. Now a cross-
fade appears more appropriate although the second
music, to which the cross-fade bridges, will usually not
start at the beginning. But since it emanates coher-
ently from the musical flow, it will still sound believ-
able.

The aforementioned REMUPP system uses multiple
tracks to change the harmonic and rhythmic complex-
ity of a piece of music by adding or muting several
parts and percussion tracks. In [3] we furthermore
incorporated a distance attenuation model into the
fading mechanism to automatize location-based mu-
sic transitions. Since the synchronous tracks have to
be musically compatible, cross-fade transitions tend to
be relatively local; the change cannot be as drastic as
it might be wished sometimes. Therefore, we applied
the sequential arrangement strategy for further music
changes which can be triggered, amongst others, by
story related events.

These examples show that the creative application
and combination of all the arrangement techniques for
precomposed music opens up a wide range of possibil-
ities. Since all music is precomposed, a high compo-
sitional and artistic quality can be ensured. But this
is expensively paid with higher compositional effort,
complexity, and a limited flexibility. Often, the music
change is a long time coming because the playback has
to finish a section or meet a jump mark first. These
drawbacks may be less distinctive when music is gener-
ated in realtime according to interactive events or the
state of the virtual world.

4 Generated Music

Generative concepts, in contrast to precomposed ones,
also incur the music composing. Since most composi-
tion systems generate static concluded pieces, they are
of secondary interest for the scoring of interactive sce-
narios. Thus, this elaboration will concentrate on those
systems that stand exemplary for realtime music gen-
eration concepts that include interactivity in some way.
Generally, music changes are triggered by modifica-
tions of parameters or templates.

A typical example is Biles’ GenJam [4] that plays
in duet with a human performer and improvises via a
genetic algorithm approach on his musical input. An-
other example is Chapel’s fractal-based Active Musical
Instrument [8]. The user defines iterated functions and
modifies their parameters during playback. Although
aesthetically very interesting, complex, and consistent
due to the nearness to serial music, this system as well
as GenJam incorporate an actively co-performing user
to continuously affect and support the system with new

inspired musical ideas and material. A subconsciously
listening user is insufficient.

With regard to the autonomous generation of an
adaptive continuous musical accompaniment, Casella’s
MAgentA system [6] seems promising. It incorporates
multiple composition algorithms and maps them to
specific emotions (e.g., one for happy music, another
one for sad music). If the state of the virtual scene
changes, an appropriate algorithm is selected and con-
tinues the generation of background music. This con-
cept bears great potential and leads to a new problem.
For a smooth and proper transition between the mu-
sics of two algorithms (i.e., two different compositional
styles!), methods for a progressive style modulation [10]
are needed.

This problem as well as the description and model-
ling of compositional styles are widely unsolved to-
day. Composition systems only apply contrapuntal
characteristics but miss the manifold variety of meta-
structural features that express the style establishing
way a composer handles them to achieve a specific ex-
pression. Furthermore, orthography and grammar are
not enough to create a senseful expressive natural lan-
guage text. The creative process of music composition
is more than a contrapuntal optimization problem; it
includes the definition of a piece-specific contrapuntal
material and the structure establishing application and
breaking of this material in an innovative new-creating
way. With the words of Harold Cohen: ”Creativity is
not a random walk in a space of interesting possibili-
ties, it is directed.”[9]

The human artist, whether composer or performer,
is still indispensable! His inclusion as an inherent part
of the concept is what the well-deserved success of
GenJam is based on [5]. And this is the promising
potential of MAgentA—the different composition al-
gorithms can be procedural descriptions for very spe-
cific well-composed pieces of music that include, for
instance, variation and adaption techniques. E.g.,
Hörnel’s neural-network-based melody variation tech-
niques can be applied for this [17, 18, 16]. Thinking
about such an equal combination of human and ma-
chine leads to the new, so far sparsely regarded, hybrid
approach.

5 Hybrid

Both previous concepts—precomposed music that is
automatically arranged, and generated music—have
their benefits and drawbacks. There is high artistic
quality but limited adaptiveness on the one hand, and
high flexibility but weak meta-structural coherency on
the other hand. The idea arises to combine both con-
cepts and overcome the drawbacks of one by the advan-

- 4 -



145

Strategies for Narrative and Adaptive Game Scoring

tages of the other one: high quality precomposed music
that is not just arranged but can be flexibly adapted.
Up to now, few research has been done in this direction.
Hence, there is only a small number of approaches on
music adaption.

5.1 Music daption

In 1968 Mathews et al. had the idea to represent the
pitch and rhythm of melodies as functions of time and
demonstrated a running arithmetic interpolation be-
tween two folk tunes [23]. They started with The
British Grenadiers, turned it intoWhen Johnny Comes
Marching Home, and ended back with the Grenadiers.
Although the authors describe their results as ”nauseat-
ing” and ”jarring”, they are not uninteresting, especial-
ly for serial music. Of course, since this interpolation
does not conveniently consider, e.g., tonality or mo-
tific patterns, it is hardly suited to bridge classical and
popular tonal melodies or polyphonic structures.

The idea to achieve music transitions by some kind
of interpolation was renewed by the MusicBlox con-
cept of Gartland-Jones [13, 14] and the Music Mor-
phing strategies of Wooller and Brown [31]. Given the
start and end patterns of the transition that belongs
to the corresponding precomposed musics: during the
transition the start pattern is repeatedly played and
with every iteration gradually reshaped towards the
end pattern. Gartland-Jones realizes this with an evo-
lutionary approach. Wooller and Brown describe three
further approaches: the interpolation which is concep-
tually much alike that of Mathews, themixture of start
and end pattern fragments, and the markov morphing
which might be better understood as an alternating
use of two different transition matrices that describe
the voice leading characteristics of the two patterns
and generate a new one from them.

A further music adaption concept is presented by
Livingstone et al. [22]. They suggest to change the
character of expression of the one running piece of mu-
sic by editing specific musical parameters, e.g., tempo,
articulation, mode, harmonic and rhythmic complex-
ity. In contrast to the aforementioned REMUPP
system, they realize these changes with a rule-based
approach: nontrivial, considering, e.g., the complex
harmonic, melodic/motific, rhythmic, articulation—
generally speaking meta-structural—interrelationships
that have to be kept to ensure musical coherency.
Again, style modulation is a challenge to be addressed.

5.2 Structure Protective daption

So far, really coherent music adaption is not achieved.
The few recent projects concerned with this challeng-
ing and even musicologically interesting topic open up

a number of promising starting points. Nonetheless it
must be clarified that adaption techniques will violate
the composition and cannot succeed if they do not con-
sider the music’s immanent structural features. For an
adequate adaption of precomposed music that can even
pass before its composer, its meta-structure has to be
incorporated to give inconsistencies no chance and save
musical flow.

For a stronger coherency, we suggest the application
of music adaptions at the running musical material.
The repetition of sections during the transition con-
flicts with the postulate of organic flow and has to be
refused. Instead, the piece of music has to continuously
play on.

Adaptions have to be structure protective and cause
as little change as necessary to realize different expres-
sion characteristics or to allow a seamless transition
and connection to the destination music.

Such changes should not be applied from any posi-
tion in the piece but at structural boundary points. A
halfway played theme or motif should not be changed
or at least very carefully and unobtrusive, but its next
appearance can. The starting points for the varia-
tion of a melodic phrase are its beginning, its cumula-
tive/gestural destination points (e.g., melodic peaks),
and its end (which is usually the beginning of a new
phrase)—likewise, harmonic progressions. Further-
more, metrical changes (e.g., tempo changes) should
only be applied at boundary points or lead to them
target-oriented (e.g., ritardando and accelerando).

Hence, these macro-structural boundaries give infor-
mation about appropriate starting points for the appli-
cation of adaptions. Furthermore, the structure char-
acteristics of the particular meta element give clues and
limitations for protective variations. E.g., a melodic
motif may be defined by the diatonic intervals and in-
terval directions between its single notes. A rhyth-
mic variation, a transposition, or even small interval
changes in the semitone space would not destroy its
motific structure but are mighty instruments to adapt
the motif to a different harmonic base.

Generally, the musical morphology differentiates
variations by two aspects [1]:
Subject of Variation: The direct variation is ap-

plied to the theme/motif, whereas the indirect
variation retains the theme/motif unchanged but
varies its accompaniment.

Type of Variation: The strict variation saves the
harmonic and architectural characteristics of the
theme/motif. Its shape and gestalt quality stay
unchanged. On the other hand, the free variation
changes not just melodic and rhythmic aspects,
but also harmonic and formal. Each one of such
variation can afford new gestalt and quality.
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Moreover, the example showed that meta elements
provide lots of clues that can help to strengthen the
target-orientation of variations. Strict variations are
best suited for structure protective adaptions. To
furthermore appear subtly unobtrusive, the variations
should be indirect, whereas direct variations are suited
to connect melodic lines and ensure their melodicity.

Therefore, a sufficiently extensive knowledge of the
music’s meta-structure is necessary. It can be provided
by additional meta files that contain the results of, e.g.,
an automatic analysis. Since ambiguity is a common
problem, we suggest a semi-automatic analysis, as de-
scribed in [15].

6 Conclusion

In this elaboration we presented a systematization of
the so far sparsely developed field of adaptive music.
We differentiated three basic approaches that weight
the role of the human composer and the music ar-
ranging or generating machine very different. The
noticeably serious differences between precomposed
and automatically generated music in terms of artis-
tic quality and adaptability/flexibility make the hy-
brid approaches—although in their infancy—seem very
promising. They leave the art creating process at the
real artist, i.e., the human composer, and employ the
machine beyond the humanly possible—the immediate
adaption in response to interactive events in a virtual
environment.

We have discussed the problems of the hybrid mu-
sic adaption approaches with regard to inner-musical
coherency and flow. The music’s immanent meta-
structure has to be considered to a much higher de-
gree! Otherwise, adaptions and variations will perturb
it. Therefore, we presented a new conceptional ap-
proach towards a structure protective music adaption
technique.

Finally, a flexible musical accompaniment—whether
precomposed, generated, or both in combination—is
essential for an organic linkage with the manifold pos-
sible details and narrative aims of the interactive sce-
nario and smoothes the way for interactive media mu-
sic to become the weighty narrative instrument that its
ancestor, i.e., linear media music, already is. Like film
music, which had to develop appropriate structures for
the connection to moving images half a century ago,
interactive media music has to find its way, too.
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Abstract. Game audio has been suggested as a means of enhancing the play experiences on mobile devices. However, the field has 
seen little practical research on the subject. This study investigated the role of sound design in a mobile pervasive game in a
prototype mobile game called The Songs of North. We examine the challenges faced by designers of mobile sound and demonstrate 
how some of the challenges can be overcome. Our design demonstrates how using sounds as a primary information channel can 
facilitate the use of physical movement as a main game mechanics. However, results from user tests highlight that using sound to
convey information is an unfamiliar game mechanic to sighted players. Pervasive game sound also challenges the players’ personal
sound environment as it competes with music and causes social disturbance. We discuss the implications on mobile game sound in 
general and suggest directions for future work. 

1 Introduction 
The last years have seen a marked increase in interest in game 
audio. Until recently, sound has often played only a marginal 
role in the game design and development process. Lately sound 
has been receiving more attention in game development and 
sound is considered an important component in creating 
pleasurable gaming experiences. Last years have also seen a 
growing interest in game audio research. A strong motivator 
behind this interest is still game accessibility (see e.g. the IGDA 
accessibility white paper [17]), as sound is sought as a means of 
making computer games accessible to visually impaired players. 
However, another application often referred to in relation to the 
future of audio gaming is mobile games. The growing 
popularity of mobile gaming encourages development in this 
area, and developers and researchers alike are seeking ways in 
which mobile games could compete with pc or console gaming. 
Since graphics display capacities of mobile devices are limited, 
alternatives such as sound are explored with great interest. 
Audio does indeed seem promising for these new platforms. 
Some authors have even suggested that audio-mostly games 
could turn out to be much more immersive than visual video 
games, since the lack of visual information will provide more 
room for player imagination [21][25]. Another benefit with 
audio games is that they do not require the player to stay in 
front of a screen, thus allowing 360 degrees of freedom [25]. 
This also allows the use of more physically active forms of 
game interaction, such as a wider range of gestures. Another 
possibility is to incorporate movement from place to place as a 
gaming element, such as was done in the games Pirates! [4], 
Can You See Me Now [12], and The Songs of North [8][20].  
Despite the inspiring potential of mobile gaming, nearly all 
practical research on audio gaming has been made on pc, using 
tools and hardware far beyond those available for mobile 
gaming. Even with research primarily considered for mobile 
use, implementation and testing has been performed on pc. We 
agree with several authors [26][1] that mobile platforms are 
bound to evolve, perhaps faster than their tabletop counterparts. 
However, we argue that working with functioning applications 
and being able to test in real use situations is fundamental for 
gaining an understanding of sound in the context of mobile 
gaming. This work addresses the lack of practical work and 
implements a mobile multiplayer game. We investigate the 
development of an audio-mostly game for sighted audiences and 

examine the role of sound throughout the process. To assess the 
freedom provided by audio, the game uses physical movement 
as a main form of interaction. The game is implemented as a 
playable prototype, which is complete with story and main 
game mechanics to facilitate a real playing experience. 
The structure of the paper is as follows: First we take a brief 
look at related research in the areas of game sound and mobile 
audio. We then describe the two prototype implementations of 
our game, The Songs of North. Next, we consider the iterative 
process of sound design and cover some crucial implementation 
issues along the way. Finally we discuss how players felt about 
sound-based gaming based on test results from two game tests. 
Last we conclude with a discussion on the future of mobile 
sound and provide some directions for further research. 

2 Related research 
The development of games for visually impaired players has 
produced several studies investigating audio-based gaming for 
different genres such as action [2][1], arcade shooter [23] and 
mystery/adventure [7]. A more conclusive list of available 
games can be found at [3]. Much of the research effort has been 
finding ways to express various forms of game information in 
audio form and produced valuable knowledge for audio 
interface design. Especially game audio has contributed to 
research on audio-based navigation, whether in 2D [24] or 3D 
environments [1]. More general questions arise around the 
combination of informative sound with aesthetics [13]. Hand-in-
hand with the practical work on game audio have been 
theoretical investigations on the functional aspects of game 
sound and meaning construction [9] [19] [14]. 
Whereas most of this research has focused on sound for visually 
impaired, many of the methods will benefit user interfaces 
designed for sighted people as well. However, when relying on 
audio information is concerned, skill levels may be different for 
sighted players. Also, there is little knowledge about sighted 
players’ attitudes towards audio information. In response to 
outright questions, Cunningham et al. [5] found that only a few 
players were interested in playing audio games. There is also 
little information about how well sighted people can use audio-
based game information for play. Further, most of this 
information comes from situations not involving visual 
information at all. Hadrup et al [15] designed a real-space 
auditory game, Dark Circus for sighted players with an 
intention to provide new user experiences and alternative modes 
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of interaction. However, the game required players not to see 
each other, so they used a pitch-dark room as game area. Oren 
[24] investigated the reception of the same audio signals with 
and without graphics for a platform game. The audio-only group 
consisted of sighted, blindfolded players, who ended up using 
double the time completing the game as compared to the non-
blindfolded control group. 
Most of the research on audio-only or audio-enhanced playing 
has focused on the use of sound in conventional pc or console 
gaming. Liljedahl et al. [21] and Roden et al. [26] both 
explicitly consider the use of audio for gaming on mobile 
devices, but their implementation was implemented on modern 
pcs. Hiipakka, Lorho & Holm [16] implemented sonification of 
a memory game for a Compaq iPAQ, but the game itself was 
developed mostly as a means of testing auditory menus and did 
not make use of mobility in the design.  
Sound has also been used in some pervasive games. Can You 
See Me Now consisted of chasers who by moving in the physical 
world were attempting to capture players navigating a virtual 
model of the city via the Internet. The chasers used walkie-
talkies to communicate with each other, while the players could 
overhear this conversation and make game decisions based on 
what they heard. [12] In Pirates! players guide their pirate ships 
through oceans by walking around in the physical space; 
arriving on islands would notify players of this with a sound 
“Land ahoy!”. [4] The pervasive live-action role playing game 
Prosopopeia also employed sound-related props in interesting 
ways, e.g. by using a modified reel-to-reel tape recorder 
equipped with a hidden cellular phone to receive messages from 
the spirit world. [18] None of these games, however, revolve 
extensively around audio information. 

3 The Songs of North 
The Songs of North [8][20] is a multiplayer enhanced reality 
game, in which players take the role of shamans inhabiting the 
spirit game-world. The game draws on inspiration from the 
Finnish mythology, especially the epic Kalevala. The spirit 
world (game world) exists in parallel with the physical world 
and players use physical movements to navigate the spirit world.

Figure 1. Overview of game architecture. 

Players’ movements are detected and fed into the game using 
GSM cell positioning. In addition to moving around in the 
physical world, players interact with the spirit game-world by 
drumming a magic drum, implemented in the phone’s interface. 
Players can interact with each other as well as with the many 
non-player characters (NPCs) of the world. The interaction can 

take the form of fights or collaboration. The game also supports 
messaging between players. The story of the game revolves 
around the legendary Sampo, a machine that is able to produce 
all the riches of the world. Sampo has been destroyed in a battle 
and pieces are now scattered all around the world. These pieces 
are powerful magic elements, but they also have destructive 
power. The players now have two options: As they find the 
pieces of Sampo, they either return them to the earth by 
dropping them into swamps or keep the pieces of Sampo and 
use the magic to gain personal power (at the expense of the 
well-being of the world). In addition to either destroying or 
keeping pieces of Sampo, the game contains various quests. 
Some quests cannot be performed alone, and require co-
operation with other shamans 
The game is designed to be played continuously, so that 
gameplay will integrate with other activities of the player. 
Interaction with the game requires moving around a large area, 
with in-game content laid out over the city distances over 10km. 
Movement by any means of transportation, although interaction 
primarily designed for slower velocities (walking, by bike).  
The spirit world exists in parallel with the physical world. Some 
places in the real world have significance to the game. For 
example, a portal to the underworld may be situated in a 
graveyard, water spirits inhabit areas near lakeshores, and so 
forth.

Figure 2. Schematic view of the game world. The spirit world is 
superimposed on the physical world, creating a game space 

where physical location and game location intertwine. 

4 Sounds in The Songs of North 
The sounds of the game were designed with two intentions in 
mind: First, the sounds should encourage players to use listening 
as a game mechanic. Second, the game sounds should also 
invoke a sense of presence, allowing the players to experience 
the game world as an enhanced component of physical reality. 
Game sounds provide a link between the real and the fictive; 
they provide the fuzzy area where game events mix with the 
texture of ordinary life. 
Game sounds are used both in the shaman drum interface, as 
well as to convey information about the game. The basic idea 
behind the audiovisual design of the game is that the spirit 
world can be heard real-time, whereas getting up-to-date visual 
information requires casting spells with the shaman drum 
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(mobile device). In reality, audio is never completely up-to-
date; without player activity the client application will only poll 
the game server once every 30s. However, audio information is 
used in such a way as to create an illusion that the player 
constantly has a real time contact to the game world. Since the 
game will automatically get information about new events, 
sound allow the players to just leave the game running and 
monitor the situation as it develops, either over time or due to 
their movements in the physical world.  
This design decision liberates players from watching the game 
device while on the move. However, since the game's visual 
interface is available at all times (in the player's pocket) we 
avoid some problems of audio-only information. Players can 
always use visuals and confirm any ambiguous sound 
information by investigating the drum interface. Visual support 
also makes introducing new sound signals less of a problem 
than it is in audio-only interfaces; it is up to the player to decide 
when they can rely on audio-only information without 
consulting the visual display. Moreover, performing actions in 
the game will require drumming and attending to the mobile 
device. Thus, whenever players want to issue spells, they will 
also be in a position to watch the device and receive visual 
feedback.
Playing-by-listening also provides a compromise between active 
playing and not attending to the game at all, which is crucial for 
the pervasive nature of the game. In order to encourage play 
throughout the day, players must be able to perform their 
everyday activities while playing without loosing a sense of 
what is happening in the game.
The game features four main types of sound: 
� The sounds of the players’ own drum, 
� Event sounds such as the sound of drummed spells and 

unique sounds for various spells and attack types, 
� Presence sounds signifying that certain characters, places 

and items are nearby, and 
� Ambient environmental sounds that represent the world’s 

current state (good, neutral or evil) 

4.1 Technical platform 
A founding decision throughout the project was that we wanted 
to implement a functional prototype in order to facilitate testing 
in a realistic setting with actual players. The game client was 
implemented in Java over the MIDP1 (Mobile Information 
Device Profile) and runs on Nokia N-Gage (Series 60) phones. 
This combination provided the best available solution at the 
time of our research. 
From a sound design point of view, the situation was 
challenging: The Java-implementation (MIDP1) for Nokia N-
Gage did not support more than one sound channel, neither did 
it provide much control over sound playback. With MIDI we 
had continuous control over volume, but other controls were 
lacking. We could also set the volume of linear files, however 
this could not be modified during playback. After the test, some 
players reported technical issues (hardware or firmware 
problems) that caused sound files to always play on full volume.  
The phone's space limit for a single Java application was 
approx. 3M. This capacity had to be divided between the whole 
game including code, graphics and sounds. As is typical of 
mobile phone speakers, the sound output was optimized around 
speech frequencies and all lower frequencies inaudible.  
Part of these limitations were due to the setup we chose; e.g. 
using Symbian instead of Java would have allowed much 
greater control over sound playback (Symbian was not an option 
due to time limits). Nevertheless, on a more general level the 

situation is illustrative of the kind of limitations faced in mobile 
environments [6]. 

4.2  Sound implementation 
Initially, we opted on doing all game sounds in MIDI, however 
some way into development we noticed that there were 
problems with memory management associated with these files.  
Using more than around 10 MIDI files would cause the game to 
freeze and the only means of releasing the files was to shut 
down the game application. We thus turned to wav and used 
MIDI only for a few sounds that required continuous volume 
control.
A challenge with mobile sound is coping with various listening 
environments. In order to minimize the risk that sounds were 
masked by environment noise, we encouraged players to use 
headphones. This also sought to minimize social disturbance 
caused by sound playing on public places.  
We had no means of knowing which direction the player was 
facing. Because of this, we decided against using stereo effects 
for sound positioning as this could have been falsely interpreted 
as direction advice. Also, since only one file could play each 
moment, we did not have to concern about separating different 
sound effects by location in the auditory field. 

4.3 Representing information 
Since only one sound could play at each time, sounds had to be 
queued in order of play priority. As the drum is the player’s 
primary tool for manipulating the game world, a design decision 
was made to give the topmost priority to the player’s own drum 
hits. Whenever a player uses the drum to make a spell, all other 
game sounds quiet down and the drum sound is played. To 
guarantee the legibility of game sound information, the drum 
interface sound is the only with power to interrupt playback; all 
other sounds play out fully. After drum sounds next priority is 
held by the spell sounds of self-issued spells (indicating spell 
success or failure). This guarantees maximum feedback on 
player actions, since the only sound to interrupt self-issued 
spells is the drum sound of the player initiating a new spell. 
In all other cases, sounds were prioritized according to the in-
game context. In many cases it is acceptable that sounds that 
have no immediate effect on player status be played back after a 
small delay. This is due to the fact that game time is never 
guaranteed to be the same for all players. The client will poll the 
server for game status when a player issues spells, or otherwise 
automatically poll the server every 30s. Most often the player 
activity will match the amount of events so that intense 
situations create more polls and thus the client’s view of game 
situation stays up to date. However, in a worst-case scenario, a 
single poll can return more event data than can be played 
immediately. In general, priority is given to event sounds 
(spells) targeted at the player character, but in some cases 
presence of important objects (pieces of Sampo) will override 
less critical event sounds. The decision to always play self-
initiated spell sounds first means that in intense situations the 
player's awareness of their own actions is prioritized over 
incoming spells. Thus they may not always be (sonically) aware 
of their character player's health, but will always know whether 
or not spells are issued correctly. On the other hand, player 
status information is made very clear in the visual interface. 
Apart from event sounds, all objects, characters and places 
produce sounds when they are in the proximity of the character. 
Every time the client polls the game server, the audio queue is 
re-examined to decide, what sounds should be played. When no 
events require attention, sounds of objects, as well as the state 
sound describing the nature of the game world are queued 
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depending on object priority and chronological order, making 
the most recent sounds last in the queue. Sounds are popped and 
played from the queue with a random amount of silence 
between them. To avoid unnecessary repetition, the ambient 
sound (representing the game world’s current state), which 
would otherwise always be in the queue, was played only once 
every three minutes. 

4.4 Iterations between prototypes 
The first implementation of Songs of North, along with results 
from the first player tests, is described in detail in [8]. Next we 
will consider some iterations made between prototypes.  
The sound design of the first version relied heavily on the 
Nordic mythology and Finnish nature for its sounds. The game 
interface showed a traditional shaman drum made of wood and 
animal skins, on which the game world would be depicted by 
the pattern of bones lying on the skin. However, without bass, 
we were not able to make the drum sound as big as we would 
have liked. Together with the reality that players were in fact 
pushing the buttons of the mobile phone, we felt the drumming 
could be developed further. For the second prototype, we 
wanted to make the drum interface better integrated in the game 
story and make drumming part of the magic. 
The new spirit world in the second prototype still borrows many 
sounds from nature. However, the emphasis is now taken 
upwards, with sounds inspired by winds and flying. This 
accentuates that magic is something that goes on 'up there', and 
resonates well with how people think about mobile telephony. 
Similarly, to better match with the technical nature of the 
mobile interface and keypress-drumming, the drum was given a 
techno-treatment. The new interface suggests the player is 
something of a DIY shaman; pounding a drum made of scrap 
metal players use keys and screws to magically communicate 
with the spirit world. The accompanying sounds clank and ring 
giving the feeling of a technical device possessed with magic 
powers.
Turning to symbolic sounds allowed a more systematic 
approach to the representation of game information. Sounds 
design was guided by informative and aesthetic values, but 
without the limitation of having to produce 'realistic' animal 
sounds. In the new version, all character sounds share some 
basic acoustic properties that make them easy to recognize as 
character sounds (instead of character sounds just relying on 
similar iconic relationships as was the case with animal sounds). 
We also made the new character/item sounds shorter and more 
musical than before. In addition to making them more socially 
acceptable, we assumed that making sounds less iconic could 
make them somewhat more tolerant of repetition.  

Figure 3. The two visual versions of the shaman drum interface 
reflect changes in the theme: The first prototype depicts game 

items as bones and gold nuggets on a drum made of animal skin. 
In the second prototype the drum was made of metal and bones 
substituted by buttons, screws and keys – things you might find 

in your pocket. 

To further support playing-by-listening, some crucial 
combinations of character and item sounds were layered to 
provide new sonic symbols. Especially, characters holding 
valuable pieces of Sampo would reveal their possessions 
through modified presence sounds. Another special case of 
sonic symbols is the spell sounds. Spells are layered with 
information to support various levels of listening. The harmonic 
structure is informative of the nature of the spell, with especially 
attack spells markedly dissonant. Further, spell timbre will give 
more detailed information of the spell's function and effects. 
Spell sounds also carry rhythmic signature from drumming, so 
listening to the spell more closely will reveal how complex the 
drumming pattern was that issued them. On a basic level, just 
listening to the length and complexity of the spell in general will 
tell players something of the opponent's skill level. Further, with 
sufficient training, it should be possible to recognize some spells 
just by paying attention to the pattern. 
A final major change was concerned with how to present the 
different roles visual vs. audio information. Specifically, the 
first version contained some visual information in the form of 
animations. While the animations were very informative, such 
as showing a slowly dying fire after being hit by a fire spell, 
they also caused people to believe they were looking at realtime 
information, when in fact the visual interface was static and 
information. This lead to serious problems, as players would use 
the static display on their shaman drum for navigation without 
realizing that the positions of items had nothing to do with the 
current game situation.
In order to avoid these serious problems, we decided to skip the 
animations and make more distinct the fact that visual interface 
was static in order to minimize false conclusions. We also 
devised new play rules that ensured that the game would not go 
silent for long times, whereas the drum would deactivate after a 
while.

5 Testing the game 
The gameplay experience and playability of the iterated 
prototype was evaluated during a two-week play-test period. 16 
players were provided a Nokia N-Gage and a SIM-card each for 
the play-test period. Players were informed that the sounds 
carried information about the game world. The game website 
also provided a few example sound files for players to get 
familiar with outside the game, but at least some players 
remained unaware of this option throughout the testing period. 
On the whole players were critical about the sounds of the 
game. Part of the low acceptance of sounds had to do with the 
way sounds were prioritized. It soon became clear that the 
methods for selecting which presence sounds to play were 
inadequate to deal with the more crowded areas of the game 
world. During the game, some players also carried items with 
them to their homes; this stashing habit soon turned the game 
areas responding to that location into areas of sonic chaos. 
In general, most sounds had been interpreted they way they 
were intended to, often with the help of the visual interface. In 
general, the symbolic sound design was well received, but all 
sounds were criticised for too much repetition. Listening for 
pieces of Sampo was a special case. Pieces of Sampo held much 
significance in the game and accordingly responses to Sampo 
sounds were markedly excited. An interesting aspect of how 
sounds would be described was that many players made 
references to sounds that were clearly influenced by the physical 
location of the sound. For example, our game had swamps, 
where players could destroy pieces of Sampo. Depending on the 
location where players had heard this sound, they would 
describe it as everything from pouring beer into a glass to 
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flushing a toilet. Whereas traditional games have rather strong 
means of fixing their sound references this is not always the 
case. Especially in augmented reality games, as the sounds 
become part of the environment, the environment influences 
how they are understood. 
Since the game was addressed at an audiences of sighted people, 
we were interested in how players would react to using sound. 
In our experience, sighted people are initially rather 
uncomfortable using sound as their primary information 
channel. This attitude was clearly observable also in the player 
interviews. Using sound as a source of information divided 
players. While some players reported actively using sound as a 
means of playing, others had turned off the sounds after only a 
few times of listening. For some players, it was clearly 
preferable to monitor the game world by looking at the device 
even if it meant interrupting what they were doing. 
Despite general suspicion towards sound information, most 
players nevertheless mentioned using sounds for some purpose. 
Sounds of spells were used as a means of knowing whether a 
spell had been successful or not. This is rather natural for 
interface sound. However, one player mentions using this 
feature to cast spells without looking at the mobile device at all. 
Most players also make some comment about listening for 
characters, places and items. However, this function seems to 
have been most useful in the outskirts of the city, where items 
were sparser. 
There were many reasons for players not to use sound. The most 
common was that players preferred listening to their own music 
over game sounds. One player stated that the reason for not 
listening to sounds were that the headphones felt unpleasant. For 
some players, the redundancy of information, i.e. audio not 
providing anything extra, was seen as a reason against listening. 

6 The future of mobile game sound? 
While some people complained of social disturbance and 
annoying audio, the most common reasons for turning off the 
was to listen to music. Notably, sceptic voices within the 
industry such as mobile sound designer Peter Drescher [6] have 
argued that mobile game sound will have little function, when 
personal audio /music listening will allow people to choose their 
favourite band over game beeping. If this were to happen, it 
would have tremendous impact on sound design in general, but 
pose especially grave questions on the possibility of pervasive 
gaming. These games are dependent on maintaining a sense of 
awareness over extended time and not being able to use sounds 
would seem detrimental to this effect. 
Persuading players not to turn off game sounds will require a 
shift in design attention. Whereas sound designers now work 
with an awareness of the hardware settings of the players, 
pervasive games will require also paying attention to the various 
playing contexts of the game. Designing for a mobile context 
thus involves more than making sounds that sound as desired on 
mobile speakers. Because mobile games are played within a 
social setting, sounds should be designed to fit into the 
environment of everyday activity. This is especially true for 
pervasive games.
A simple example of added contextual awareness would be to 
monitor background noise levels for decisions about suitable 
playback volume. Another possible context to design for is the 
presence of other media products while gaming. One obvious 
possibility is to allow more choice of music within the game. 
However, mobile devices could also be designed to facilitate for 
several sound streams at once, making it possible to play both 
personal music and game audio from various processes at once. 
With inventive use of location information and analysis of 

background sounds, games could become sensitive to the play 
context. Some inspiration for the integration of game sounds 
with contextual information can bee sought in the works on 
wearable and adaptable sound environmens. Sonic City [22] 
explored mobile interaction and wearable technology as a tool 
for music creation. Sonic City is a music system, which creates a 
personal soundscape based on a persons physical movement, 
local activity and urban ambiance. In another project, Nomadic
Radio, different information sources received by the mobile 
device are combined to construct a dynamic information 
experience to the user [27]. Wearable music devices can also 
monitor body state and influence it via the choice of music, like 
the BodyResT system designed for relaxation [11]. This 
mechanism would optimally be part of a larger control system 
for negotiating game sound depending on listening 
environments (noisy/quiet), social settings (e.g. busy/available) 
and in game context (events). While some contextual 
information is easy to deduce, such as information about noise 
levels, much work is still needed before games will be able to 
react correctly the varying social contexts of gaming. Also 
further research is required to properly understand the 
construction of pervasive mobile experience and how game 
sound influences the perception of everyday life. 
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Abstract.

In this paper, we share our experience with students’ projects undertaken during the Spring Semester 2007 of
the Medialogy education at Aalborg University in Copenhagen. We describe different projects which combine
problem based learning with interaction and sound design.

1 Introduction
Medialogy is an education which was established at
Aalborg University in Denmark in 2002. The main
aim of Medialogy is to combine technology and cre-
ativity in the design, implementation and evaluation
of interactive media products.
As part of the Medialogy education, the problem

based learning (PBL) approach is adopted [3], in which
students spend the first half of a semester following
courses, and the second half solving a problem through
a project.
In this paper, we introduce different projects im-

plemented during the Spring semester 2007 in the 4th
Semester of the Bachelor Medialogy education at Aal-
borg University in Copenhagen. Three sub-themes for
projects were suggested: sound in games, alternative
musical instruments and sound in products. Students
were divided in 8 groups of 5-6 people each. The
projects implemented by the students covered all these
three categories.
The theme of this semester was Interaction design.

Students were asked to find problems related to the
design of a physical interface embedded with sensors,
with auditory feedback, and evaluated using usability
techniques.

2 Interaction design
In the pedagogical system developed at Aalborg Uni-
versity, each semester has a theme. Such theme is sup-
ported by several courses, known as project supporting
courses (abbreviated as PE courses in danish). All stu-
dents, working in groups, develop along the semester a
project which is related to the theme and uses knowl-
edge and experience obtained following the courses.
In this particular case, the theme of the semester

was Interaction Design. Students learned how to de-
sign and build new interfaces embedded with sensors.
At the end of the semester, they built physical ob-
jects which could be touched, squeezed, moved around,
and which sent information of such actions to the com-
puter. Students also acquired skills in sound design
and how to program sound effects. Moreover, they
learned about design principles, usability studies and
evaluation techniques for interaction design.
The courses described in the following section are

the PE courses supporting the project.

3 Description of the courses
3.1 Measurement of user experience
Measurement of user experience is a 2 ECTS course.
The main goal of the course is to persuade students
that probability of developing really useful products
highly increases by involving all stakeholders into the
design process as early as possible, even at the idea
stage. [5] is used as a textbook for this course, as
it fully advocates the main goal of the course. But,
somehow students tend to believe that usability test-
ing could be done only at fairly advanced prototypes
however, in order to show them the opposite, an exam-
ple from praxis is used. [2] describes how professionals
from a major mobile-phone company (Nokia) are us-
ing paper-prototypes for testing a new WAP-phone.
That article is used as additional course material. The
students are encouraged to perform different usability
procedures and testing several times during the project
work.

3.2 Physical Interface Design
The Physical Interface Design course is a 1 ECTS
course. The course provides the students with knowl-
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edge about design principles regarding physical inter-
faces and physical computing. It is also the aim of the
course to connect the other courses of the semester in
a meaningful way demonstrating their importance on
a more global scale.

During the course the students are presented with
design fundamentals that apply to everyday physical
interfaces (telephone, coffee machine, bottle opener,
etc.) using Donald Norman’s The Design of Everyday
Things [4] as main reference.

Extending these fundamentals the students are fur-
thermore presented with the advantages and additional
challenges provided by the integration of new media
and the new interaction capabilities, entailed by this
integration.

Everything is taught from a user centred point of
view. During the course the students are presented
with related projects from the real world of physical
computing showing where the design is successful or
has failed. During the last lecture the students create
their first physical interface using a kit of simple sen-
sors and materials provided to them.1 They produce a
video explaining their decisions and present their cre-
ation.

3.3 Audio design

Audio design is a 3 ECTS course which introduces stu-
dents to the concept of digital sound manipulation and
synthesis in real-time. As a prerequisite, students have
basic knowledge of auditory perception, but have gen-
erally no previous experience with sound design and
sound synthesis. The class is divided into a theoretical
part in which concepts of sound design are taught, and
an hands on part in which the theories are implemented
in the real-time environment Max/MSP.2

The course starts by introducing the concept of dig-
ital audio (sampling and quantization) and sound ef-
fects in time domain such as loop, delay, echo, flanger,
chorus, etc. Then the concept of a digital filter is intro-
duced, and different filters such as low-pass, high-pass,
band-pass and comb filter are presented.

In the second part of the course, sound synthesis
is taught, and the advantages of creating sounds from
scratch as opposed to manipulating existing recordings
is discussed. Different synthesis techniques such as ad-
ditive, subtractive, modulation synthesis (ring modu-
lation, amplitude modulation and frequency modula-
tion), as well as granular synthesis are introduced. For
each technique, examples are illustrated of its use in
interactive applications such as game and digital arts.

1Teleo Starter Kit, two potentiometers, one button, one
strain gauge. Implemented using Max/MSP.

2www.cycling74.com

Moreover, exercises allow the students to experiment
on their own on the technique.

Given the difficulty of finding an appropriate text-
book for the course, the instructor decided to write her
own lecture notes.3 This proved to be rather beneficial
for the students.

Creating sounds from scratch which are aesthetically
pleasing is a rather complex task, especially for unex-
perienced students. As it will be discussed during the
description of the projects, some students were quite
successful in achieving this goal, and rather proud of
their result. Others preferred to work on existing sam-
ples and manipulate them according to their needs.

3.4 Sensors Technology

Sensors Technology is a 3 ECTS course, divided in 15
lectures. As work with sensors implies work with elec-
tronics, the course introduces electronics, with special
perspective on sensors, and their utilization in context
of user interaction with rich media software applica-
tions.

This stated coverage of the course content, can some-
times span several semesters and different courses in
traditional bachelor electronic engineering studies. To
manage to fit all these discussion areas in a meaningful
manner in a single semester course, the course is orga-
nized as follows. It starts with a brief discussion of
the concepts involved in interfacing software and hard-
ware (including data acquisition hardware), and con-
tinues with a brief review of atomic theory, including
the concept of free electron, and electric properties of
matter. Elementary electrostatics is introduced, on a
microscopic scale, as a basis for understanding voltage
- and extended to the context of conductive materials,
and Ohm’s law on a macroscopic scale. This leads to a
brief overview of circuit theory, where elementary anal-
ysis techniques are introduced, from which the voltage
divider is central (as being both relatively easy to an-
alyze, and being applicable with a number of off-the-
shelf sensors). At the same point, a hydraulic analogy
to electric circuits is introduced, as a tool to simplify
the discussion of the different electronic elements.

The circuit theory stays mostly on the level of DC
analysis with resistors. From that point on, an in-
troduction to the capacitor, diode, and transistor are
given, as elementary electronic elements. The main
discussion focuses upon their role in an electric cir-
cuit, and a corresponding hydraulic analogy; several el-
ementary circuits are provided for each element, along
with analysis. Using linear approximations as models
(where possible, say for the diode and the transistor)
allows that the analysis stays within the linear domain,

3Available online at: http://www.media.aau.dk/∼sts/ad/
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ples and manipulate them according to their needs.

3.4 Sensors Technology

Sensors Technology is a 3 ECTS course, divided in 15
lectures. As work with sensors implies work with elec-
tronics, the course introduces electronics, with special
perspective on sensors, and their utilization in context
of user interaction with rich media software applica-
tions.

This stated coverage of the course content, can some-
times span several semesters and different courses in
traditional bachelor electronic engineering studies. To
manage to fit all these discussion areas in a meaningful
manner in a single semester course, the course is orga-
nized as follows. It starts with a brief discussion of
the concepts involved in interfacing software and hard-
ware (including data acquisition hardware), and con-
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matter. Elementary electrostatics is introduced, on a
microscopic scale, as a basis for understanding voltage
- and extended to the context of conductive materials,
and Ohm’s law on a macroscopic scale. This leads to a
brief overview of circuit theory, where elementary anal-
ysis techniques are introduced, from which the voltage
divider is central (as being both relatively easy to an-
alyze, and being applicable with a number of off-the-
shelf sensors). At the same point, a hydraulic analogy
to electric circuits is introduced, as a tool to simplify
the discussion of the different electronic elements.

The circuit theory stays mostly on the level of DC
analysis with resistors. From that point on, an in-
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given, as elementary electronic elements. The main
discussion focuses upon their role in an electric cir-
cuit, and a corresponding hydraulic analogy; several el-
ementary circuits are provided for each element, along
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3Available online at: http://www.media.aau.dk/∼sts/ad/
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and remains simple. In addition, sensor variants of
each element are discussed.

The course concludes with discussion of the oper-
ational amplifier as a circuit element, as well as a
brief overview of available, more complex sensors (like
IR distance detectors), which provide relatively simple
electric interfaces. During the course duration, in-class
demonstrations (during lectures) and lab exercises (af-
ter lectures) are held, where the students solder and
measure the circuits discussed in class - which pro-
vides the elementary experience with circuit assembly
and soldering, prerequisite to the application of sensor
technology in the semester projects.

Given the difficulty of finding an appropriate text-
book for the course, the instructor decided to compile
his own lecture notes, as well as produce several visu-
alisation applets.4 Since this was also a need for the
audio design class, it seems like a suitable textbook
covering topics related to the Audio mostly conference
is needed.

Students also learn how to interface different sensors
to the Teleo starting kit5 and the Arduino board.6

4 Description of projects
According to the pedagogical model developed at Aal-
borg University, all projects start with the formulation
of an initial problem. Through the development of a
product, students can address the problem, and eval-
uate if it has been solved from a human centered per-
spective. It is therefore important for the students not
only to be able to develop and application, but also to
put it in a context and properly assess the validity of
their solution.

Students were allowed to choose the problem state-
ment they wanted to address. The only limitation im-
posed was the need for the application to be interactive,
to contain an alternative sensorial input and auditory
feedback, and to be evaluated according to the tech-
niques learnt in the Measurement of user experience
course.

To delimit the choices, three themes were offered:

Three groups worked on sound in games: the first
group built an alternative physical interface to a ball
game, which was implemented in the form of a squeez-
able ball with pressure sensors and accelerometers.
The second group designed a game in which players
were asked to interact at a certain tempo, while the
third group designed a game in which players were
wearing a physical interface capturing jumping. Con-
cerning the theme of alternative musical instruments,

4Available online at http://media.aau.dk/∼sd/st/
5makingthings.com
6www.arduino.cc/

one group designed a ”soundgrabber”, i.e., an inter-
face in which sounds could be moved around in space
and thrown away with physically meaningful gestures.
A second group designed a new interface to enhance
singers’ performances. Concerning the last category
(sound in products), one group designed a wobble
board enhanced with sensors, in order to be able to
control a game with auditory feedback for enhancing
the experience of reabilitation. Other groups examined
how new forms of interaction and auditory feedback
can improve ordering services in a bar or helping re-
ducing the use of electric appliances for reducing global
warming.

4.1 Beat-bandit
This group explored the possibility of designing audio-
visual games in which audio is an intrinsic part of the
gameplay, and investigated if a physical interface can
make the user more engaged in the sensation of audio.

To achieve this goal, they designed a game called
Beat-bandit, in which the player is asked to shoot some
targets following a beat, in a similar fashion as done
in the game Rez for Playstation 2 by Sega (2002), but
with the aim of designing a less abstract game environ-
ment.

The controller designed to play the game was a plas-
tic gun enhanced with IR sensors. The sensors tech-
nology adopted showed some lack of precision, which
prevented proper testing of the complete setup.

16 subjects tested the game and completed a ques-
tionnaire. Figure 1 shows a test subject while trying
the beat bandit game with a traditional mouse and key-
board interface versus the gun interface. Overall, the
test subjects enjoyed the fact that they were supposed
to follow a beat, but had difficulties in understanding
properly the rules of the game and which rhythm they
were supposed to adjust to.

Figure 1: Subjects testing the beat bandit game.
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4.2 Game mechanics’ effect on score

In this project, students addressed the statement for-
mulated in [1], claiming that in games that use sound
effectively, an expert player’s score is lower with the
audio turned off that it is when the audio is turned on.

The group was interested in extending this state-
ment and investigating the effect of using an alternate
controller together with sound effects and see if this
increased the player’s score. To achieve this goal, an
alternative controller shaped as a hand-held ball was
designed, embedded with four pressure sensors and one
accelerometer, as shown in Figure 2. Such controller
was inspired by the Squeezables developed at the MIT
Media Lab [6].

Figure 2: The controller designed to test the game
mechanics’ effect on score.

The game was tested with novice and expert players
(in this case the developers of the game). Results show
that novice players had a hard time adjusting to the
new controller, while expert players performed slightly
better while using the novel controller compared to the
traditional keyboard.

The effect of audio on the player ’s performance was
also tested, and proved to give no conclusive increase
when playing with or without sound, both in the expert
and novice tests.

4.3 ”SSS” - Jumping 2D platform game

This group started with looking for means to increase
the physical activity of players during game playing.
The resulting product is a traditional 2D game, im-
plemented in Adobe Flash, where the user interacts
through a handheld button device, and a couple of FSR
sensors fitted on the users shoes. The user can control
the game avatar by physically jumping and crouching.
The project report, besides game design, discusses tra-
ditional 2D platform games, as well as problems of
perspective of the user and immersion; audio design
of game sounds using FM and granular synthesis; and
problems of sensor implementation, fitting, and inter-
facing.

Figure 3: A setup diagram of ”SSS” jumping 2D
platform game.

4.4 Sound grabber

The main idea behind the sound installation called
Soundgrabber is to understand if it is possible to touch
a sound by grabbing it from a bucket and position-
ing in different locations. As can be seen in Figure 4,
the Sound grabber is a physical interface designed as
a semi-circle, enhanced with four cones. At the bot-
tom of each cone a speaker is placed. Each cone is
embedded with light sensor, which allow to detect the
distance of objects from the cone itself. The user in-
teracts with the Sound grabber using a glove embed-
ded with a bend sensor. By bending the hand inside
a bucket, users are able to grab a sound, listen to it
(thanks to the speaker embedded inside the glove) and
release it in one of the bucket.

The Soundgrabber was publicly demonstrated at the
Sound Days event in Copenhagen in June 2007. Sound
experts and naive visitors tried the installation, and
provided enthusiastic feedback. Figure 4 shows a visi-
tor at the event.

4.5 Singer interface

The idea of this project was to empower a singer to
manipulate her own voice in real time, while singing
on the stage. The singer should use a handheld device,
in a form of a short stick. The device should, by help
of two dual-axis accelerometers, be able to measure 3-
dimensional acceleration of singers hands moving dur-
ing the performance.

Depending on direction of acceleration (up/down,
left/right or front/back), different filters could be ac-
tivated and would modulate the voice. Implemented
effects were: delay, flanger and tremolo. The group
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and remains simple. In addition, sensor variants of
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game, which was implemented in the form of a squeez-
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The second group designed a game in which players
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4.3 ”SSS” - Jumping 2D platform game

This group started with looking for means to increase
the physical activity of players during game playing.
The resulting product is a traditional 2D game, im-
plemented in Adobe Flash, where the user interacts
through a handheld button device, and a couple of FSR
sensors fitted on the users shoes. The user can control
the game avatar by physically jumping and crouching.
The project report, besides game design, discusses tra-
ditional 2D platform games, as well as problems of
perspective of the user and immersion; audio design
of game sounds using FM and granular synthesis; and
problems of sensor implementation, fitting, and inter-
facing.

Figure 3: A setup diagram of ”SSS” jumping 2D
platform game.

4.4 Sound grabber

The main idea behind the sound installation called
Soundgrabber is to understand if it is possible to touch
a sound by grabbing it from a bucket and position-
ing in different locations. As can be seen in Figure 4,
the Sound grabber is a physical interface designed as
a semi-circle, enhanced with four cones. At the bot-
tom of each cone a speaker is placed. Each cone is
embedded with light sensor, which allow to detect the
distance of objects from the cone itself. The user in-
teracts with the Sound grabber using a glove embed-
ded with a bend sensor. By bending the hand inside
a bucket, users are able to grab a sound, listen to it
(thanks to the speaker embedded inside the glove) and
release it in one of the bucket.

The Soundgrabber was publicly demonstrated at the
Sound Days event in Copenhagen in June 2007. Sound
experts and naive visitors tried the installation, and
provided enthusiastic feedback. Figure 4 shows a visi-
tor at the event.

4.5 Singer interface

The idea of this project was to empower a singer to
manipulate her own voice in real time, while singing
on the stage. The singer should use a handheld device,
in a form of a short stick. The device should, by help
of two dual-axis accelerometers, be able to measure 3-
dimensional acceleration of singers hands moving dur-
ing the performance.

Depending on direction of acceleration (up/down,
left/right or front/back), different filters could be ac-
tivated and would modulate the voice. Implemented
effects were: delay, flanger and tremolo. The group
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Figure 4: The sound grabber at Sound Days.

worked with a singer and performer, and tested a pro-
totype with her. Based on her experiments with the de-
vice, the group concluded that significantly more work
is needed before they might produce a useful device.
Although in technical sense mapping between perform-
ers motions and sound filters works correctly, there is
a huge issue how to make this mapping natural, in
a sense that a desired effect is achieved during stage-
performance, and it feels natural for a singer.
This was yet another example of an ambitious

project, where the students did not succeed to lever-
age the whole potential of the technology they had in
hands, and where usability issues were greater than
technical matters.

4.6 ”BarZar” Bar Ordering System
This group started by thinking of ways to improve
the efficiency of the process of ordering drinks at a
bar. The resulting product is a system, consisting of a
screen, PC and corresponding button sensors, to be fit-
ted on each bar table for the customers, and one fitted
at the bar for the bartender. The software is imple-
mented in Adobe Flash, PHP and a database backend,
and both an administration and a user interface are
demonstrated. The project report, besides application
design, discusses other systems of similar kind; how a
typical auditory environment in a bar is taken into ac-
count in design of application sounds; and problems of
sensor implementation, fitting, and interfacing.

4.7 Wobble active
This is an example of apparently modest, but overall
very well executed project. A wobble board is a de-

 

Figure 5: A fellow student testing the device (left)
and Cross-section image of the Control Device 1)
Sensor 2) X-axis of Horizontal sensor 3) X-axis of
Vertical sensor 4) Button 5) LED- diode

vice for ankle rehabilitation after an injury. It is doc-
umented that exercising on a wobble-board is a very
efficient way to rehabilitate ankles, both after sport in-
jury or after any other kind of ankle injury. The issue
is that the wobble-board training is quite boring, and
patients tend to neglect it, as soon as they stop feeling
physical pain although prolonged exercises are criti-
cal for successful rehabilitation. The students group
had an idea to use a wobble board as an input device
for a computer game, as they assumed that playing
games would increase motivation of doing otherwise
boring exercises. They cooperated with a physiother-
apist during the project, trying to develop a simple
arcade games that would encourage proper exercising.
The main idea is that with a help of 4 bending sensors
it is possible to measure inclination of the board in
space, and to map those inclination into mouse move-
ments on 2D screen. The group also implemented a
very interesting way of clicking in the game, by keep-
ing the position constant over a certain field for a cer-
tain amount of time. Combining with left/right and
up/down motion, the wobble active board this way can
perform all functions of a computer mouse. Moreover,
as it is well known that balancing is much more diffi-
cult task with eyes closed, the group made experiments
with sound feedback lower and calmer sounds for equi-
librium states, and more loud sounds when the position
of the wobble board is approaching undesirable states.
The group made a functional prototype together with
two tested games, the physiotherapist they have been
working with has shown lots of appreciation for their
work, and they are now looking for other possibilities
in using this project.
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Figure 6: A scenario of use of ”BarZar” bar order-
ing system.

Figure 7: Top view. 2: Side view. 3: WobbleAc-
tive in action. 4: The underside.

4.8 AntiC02

The main idea of this project is to design a prototype
of a home-system which will inform the users that their
energy consumption is too high. For example, one of
the cases when the system should react is when the
window is open, and the radiator under the window is
on. The energy is clearly wasted at that point. Mea-
sures could easily be done with several touch and tem-
perature sensors, so that part of the project was not a
big challenge. The main challenge is: what the nature
of the feedback should be? If the message appears on
some screen, it can easily be ignored. Sound comes as
a natural choice but sound feedback has an inherent
drawback if it is too obstructive or unpleasant, people
tend to simply turn it off. Thus the group was trying
to find informative, but not unpleasant or disturbing
sounds and, finally, after a serial of user-testing, has
settled to mimicking sounds from nature wind, raging
from breeze to severe wind, and waterfall sound. Inter-
esting, but not sufficiently finished part of the group
work was testing different synthesized sounds with po-
tential users, in order to figure out the most both in-
formative and pleasant sound for the purpose of the
system. The group also designed an appearance of a
screen-saver and background of a touch-screen to be

used with their system. The design idea was that clean
and calm appearance should indicate that everything
is as it should be, and rough, cluttered background in-
dicates that something is going wrong within the sys-
tem. However, a real product would require signifi-
cantly more testing on likeability and unobtrusiveness
of the system, as several one-hour tests could hardy
prove that the system will not be previewed as obtru-
sive on prolonged daily use. This is an example of an
ambitious and well-thought, but fairly poorly executed
project.

5 Conclusion and discussion
In this paper, we introduced different projects per-
formed by Medialogy students at Aalborg University
in Copenhagen during the Spring semester 2007.
We find that the PBL approach helps students struc-

turing their project work, facilitating them in the for-
mulation an initial problem, which is then solved by
designing an interface embedded with sensors tested
using standard usability techniques.
A disadvantage is the fact that to acquire so many

skills in a single semester is a quite demanding task,
both from the students’ and teachers’ perspective.
As mentioned in the previous section, the scope and

quality of the different projects largely varied among
the different groups. However, all groups showed the
ability to work problem based, and design novel input
devices connected to auditory feedback.
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Abstract: We are interested in making available to students structured recordings of tutorial dialogues. Such material is called 
Tertiary Courseware . It has been shown that the availability of Tertiary Courseware can assist in learning. 
Previous attempts to provide Tertiary Courseware have found that it is enormously time consuming to process and prepare recorded
discussions. For the use of Tertiary Courseware to become widespread automatic tools for the preparation, indexing and 
segmentation of the material are essential. 
This paper investigates methods for topical segmentation of an audio dialogue. Topical segmentation splits a discussion into non-
intersecting units where each unit contains material related to a particular topic. In order that segmentation be automatic and robust 
we consider simple statistical models of the transcribed text of the dialogues. We survey the literature on statistically-based
segmentation, with emphasis on models where the text is considered as a bag of words. A model which has been shown to reflect the 
occurrence of topical words well is the G-Model of Katz. Katz' G-Model has been applied to topical segmentation of text documents
by Reynar with very good results. We use Reynar's technique to attempt the topical segmentation of tutorial dialogues. 
We show that the results of using the G-Model as applied by Reynar leads to poor results when applied to tutorial dialogues. An
analysis of Reynar's model shows that the statistical model used is inconsistent. We demonstrate this inconsistency and derive a new, 
consistent, model. The performance of this model on a standard set of pre-segmented texts is demonstrated and compared with the
Reynar model. The performance of the two models on a set of conversational dialogues is also shown. The use of automated audio 
transcription inevitably means that transcription errors will occur. We consider various models of transcription error and show how 
transcription errors affect the accuracy of the topical segmentation process for both Reynar's and our models. 

1. Motivation 
Dialogues have been successfully used as a tool to improve 
student learning. Experiments using Tutored Video Instruction 
(TVI) [1] demonstrated that students who collaboratively watch 
a previously recorded video of a lecture with a tutor and discuss 
its issues in between received higher grades compared with 
those students who attended the original lectur*e.  
This beneficial effect has also been achieved with computer 
supported online discussions. Distributed Tutored Video Instruction 
(DTVI) [2] is a collaborative approach to group study in which 
students and a tutor collaboratively watch the previously recorded 
video of a lecture online. Controls enabled all participants to pause 
the synchronized video and discuss its content amongst the group. 
In an controlled experiment the students who participated in the 
discussions achieved better results compared with students who 
didn’t.
Tertiary Courseware (TC) makes the dialogues that occur as a 
by-product of forming an understanding of a topic available as a 
learning resource in Higher Education [3] [4]. Various forms of 
such dialogues have been successfully used in computer-based 
teaching.
Using Task Directed Discussions (TDDs) thirty hours of tutorial 
discussions were recorded on video, and 200 clips extracted to 
form multimedia Tertiary Courseware material [5][6]. In 
experiments, 36 students were divided into two groups. One 
group had access to primary courseware only, the other to 
primary courseware with links to the tertiary courseware 
embedded. The group with access to the "vicarious" dialogues 
engaged in more discussion, had more relevant dialogues, and 
spent less time off-topic that the group with access to only the 
primary material. 
In another experiment captured discussions were used to support 
students’ understanding of parsing a tree structure. Transcripts 

* Address for correspondence 

of the dialogue between a tutor and a student as they attempted a 
series of discourse representation structure (DRS) exercises, 
together with an animated movie of a syntax tree or diagram, 
were made available to students. The purpose of the dialogues is 
to provide students with an opportunity to learn how to do these 
exercises, by observing the activity of other students. [6] 
There is a more general case for making discussions accessible. 
Conversations with clients can be useful training material. [7] 
Discussions that take place during project meetings may contain 
a record of decisions as well as their justifications. In every day 
life people listen to other people’s conversations as witnessed by 
programmes such as Question Time and Any Questions.  
Most computers now provide programs for synchronous real 
time conversations in the form of text, such as Google Talk or 
MSN messenger, audio, such as Skype or video, such as 
NetMeeting. At the same time storage capacity is such that it is 
affordable to record the whole life span of a human being. [8] 
The previous examples of Tertiary Courseware used materials 
that were manually segmented and structured. The effort 
involved in such manual pre-processing prevents this kind of 
courseware being employed on any larger scale. It is important 
that the dialogues be made accessible automatically to an 
acceptable standard.  
A recorded conversation is linear in nature. An often used 
linguistic structure for discourse is as a sequence of utterances 
or turns. Separately, the participants’ foci of attention during a 
conversation can be modelled as a set of focus spaces. [9] 
Several focus spaces can be accessible at any one time in a 
conversation. The structure of focus spaces can be modelled as a 
stack. The concepts from lower spaces are often available from 
higher spaces. Each sequential segment belongs to a focus 
space.  
For a conversation to be used effectively as a learning resource 
requires focus spaces, which are individual sub topics, to be 
accessible without having to listen through a whole conversation 
up to the point of interest. Topical segmentation aims to separate 
a document, such as a conversation, into topically cohesive 
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units. Once individual focus points are identified they can be 
made accessible through standard information retrieval 
techniques such as indexing and searching.  
Many approaches exist to the segmentation of video material, 
which exploit scene changes, subtitles, lexical cues and their 
correlation just to name a few. [10] [11] However, in the context 
of tutorial dialogues the information that determines the 
boundaries of a topical segment are contained in the audio track 
or more precisely in the words that make up the conversation. 
Any video track if available only contains the torso of the 
participants.  
This paper investigates the application of statistical topic 
segmentation algorithms for the purpose of segmenting 
conversations. Even though the algorithm is applied to perfect 
transcripts of conversations at the moment any chosen method 
must be sufficiently robust to be applicable to automatically 
transcribed conversations. Speaker independent automatic 
transcription of continuous speech will add a significant amount 
of noise to the transcript. It is not feasible to train the speech 
recognition engine on all participants in tutorial dialogue. The 
recognition rates of speaker independent speech recognition 
systems vary but even the best estimates include an error rate of 
5%. [12] Other reports document word error rates of 
approximately 60%. [13] Additionally, even using a large 
vocabulary not all terms will be recognized, especially domain 
specific words are not likely to be part of the vocabulary. 
Spontaneous continuous speech adds another source of error 
though the use of utterances and other incompletely formed 
sentences.  
We focus here on statistical topic segmentation algorithms look 
at a text as a “bag of words” and attempt to establish topical 
boundaries through the application of statistical methods.

2. Topic Segmentation Algorithms
There are various techniques for automatic topic segmentation. 
Some are briefly discussed here before analysing one algorithm 
in more detail. A more detailed review of topic segmentation 
algorithms can be found here. [14] 
Vocabulary Management Profile [15] uses a graph of the 
average number of newly introduced words in successive 
intervals of a document to determine, amongst other things, 
topical boundaries. It is argued that a relatively large number of 
newly introduced words indicates topical change because new 
topics often introduce new words.  
The Lexical Cohesion Profile (LCP) method [16] computes the 
cohesion or similarity of words in a given segment of text. 
Lexical cohesiveness is semantic similarity in words. [17] The 
similarity is calculated using a semantic network which is build 
from an English dictionary. If the words in a segment of text 
have a high cohesion value they are similar and the words are 
therefore considered to be part of one topical unit. If the words 
in a segment have a low cohesion they cross a topical boundary. 
Minima in cohesion denote topical boundaries. However, the 
method does not identify all topical boundaries in a text. Lexical 
cohesion is hard to determine. Apart from words having more 
than one meaning, changes in meaning due to sequencing of 
words are hard to measure. The word “bin” is different in 
meaning from “liner”, but the sequence of both, i.e. “bin liner”, 
has a different meaning again. The capture of the correct context 
of words and context shift is subject of much ongoing research.  
Text Tiling [18] is a method that uses changes of lexical 
repetition for the separation of text into subtopics. Units or 
“tiles” of text are compared using a similarity score that is based 
either on the number of common non-stop words in adjacent 
sections or on the number of newly introduced words. Breaks in 
the lexical repetition indicate topic boundaries. This algorithm is 
of particular interest because it only uses term repetition to 

identify subtopics. It doesn’t require an additional thesaurus or 
other knowledge base. The evaluation indicates that the 
algorithm is quite robust. It was implemented to identify topical 
change amongst Japanese newswire documents with reasonable 
success.  
Local Content Analysis (LCA) is used to expand the vocabulary 
expressed in a sentence in order to establish broader base for any 
similarity measure between sentences. [19] The similarity 
between all pairs of sentences is established and a score of 
similarity is calculated by adding up the similarity score for all 
possible individual segments. Each potential segment is ranked 
according using the score. The eventual decision on the segment 
boundaries is based on a final score that takes into consideration 
the final score and the probability of the segment length. This 
method is particularly useful when the length of segments is 
variable and can be very short so that there too few words in 
common to establish topic boundaries based on word 
occurrences alone. The method requires that sentence 
boundaries are known. 
Many topic segmentation algorithms exploit certain cue words 
and phrases which indicate the beginning or end of a new story. 
This is particularly applicable to the segmentation of broadcast 
news stories where phrases such as “Joining us now from ….” 
or “Now over to ….” are frequently used to start a new story and 
“Good bye from …” denotes the end of a broadcast. However, 
these clue words are very domain specific. This report focuses 
on a technique that can be easily applied and is domain 
independent. 

3. Methodology
The algorithm further investigated here describes a segmentation 
technique for the segmentation of text documents into sections 
that deal with disjoint topics. [20] For a series of hypothetical 
boundaries in a document, such as sentence boundaries or longer 
pauses during speech or any arbitrary points of choice, it is 
decided whether this point in the document is a topic boundary 
or not. 
In order to evaluate a hypothetical topic boundary the text is 
divided into two sections; the section of text preceding a 
hypothetical boundary, called region one, and the section of text 
following the boundary, called region two. A topic boundary 
occurs if the probability that region one and region two do not 
discuss the same topic is higher than the probability that region 
one and region two discuss the same topic or in other words if 
the unconditional probability of seeing the words in region 2 is 
higher than the conditional probability. The length of one region 
is chosen as the average size of one topic from a training corpus 
of similar documents. Based on the published algorithm this is a 
length of 230 words.  
The probability that the words in region 2 are used 
independently of the words in region 1 is calculated as the 
product of the probabilities of a word w occurring k times or: 

P( , )two
w

P k w��
The probability that region 1 and region 2 discuss the same topic 
is calculated as the probability of seeing the words in section 
two given the context C, i.e. the words in region one or: 

P( , | )one
w

P k w C��
The formula that is used to determine whether it is likely that the 
words in region two were generated independently from the 
words in region one is based on the G model. [21] The 
(unconditional) probability of a word w occurring k times in a 
document is calculated as follows: 
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With: 

� w�  being the probability that a document contains at 
least one occurrence of word w 

� w�  being the probability that w is used topically 
(more than once) in a document given that it occurs at 
all. 

� wB  being the average number of occurrences in 
documents with more than one occurrence of w. 

� yx,� being a function with the value of 1 if x = y and 

0 otherwise. 
The formula expresses the probability of a word w occurring k 
times in a document as the sum of the probability that the word 
occurs 0 times, the probability that the word occurs once, i.e. the 
word is a non-topical word, and the probability that a word 
occurs more than once, i.e. that the word is a topical word.  
The three parameters w� , w�  and wB were originally 
established for each word from a training corpus of similar 
documents. However, the algorithm still performed well, even 
for segmenting Spanish broadcast news, when a constant value 
for � , �  and B  was used, which is the value assigned to 
unknown words based on training data from English newswire 
documents.
Table 1 shows the formulae used for calculating the conditional 
probabilities given certain key numbers of occurrences of a 
word in region 1 and region 2. The formulae consider 0, 1, 1 or 
more (1+)  and 2 and more (2+) occurrences of a word.  
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Table 1: Formulae for the calculation of conditional probabilities [20] 

The algorithm was initially trained and tested by Reynar on the 
HUB-4 Broadcast News Corpus, a collection of transcribed 
television news broadcasts, annotated with topic boundaries by 
the producer. The performance of the segmentation algorithm 
was compared using precision and recall against: 

� An algorithm that randomly computes the same 
number of segment boundaries as were contained in 
the original documents.  

� The TextTiling algorithm (Hearst, 1994). 
� An improved version of the TextTiling algorithm. 
� A maximum entropy model, which also exploits 

domain cues, common content word bi-grams, 
common named entities, synonyms, first use of words 
after the boundary and the use of pronouns in the first 
five words after the topic boundary.  

The word frequency algorithm performed better than all apart 
from the maximum entropy model. It achieved a precision of 
0.55 and a recall of 0.52. Precision is the proportion of correctly 
identified boundaries out of all identified boundaries. Recall is 
the proportion of correctly identified boundaries out of all 
correct boundaries. 
Since any given word can either: not occur at all, occur once or 
occur more than once the sum of all those probabilities should 
add up to 1. In other words it is certain that any given word 
occurs not at all, once or more than once in a section. 
The formulae for the calculation of the conditional probabilities 
is based on the assumption that “having seen 0 occurrences in 
block 1 does not provide any information about how many are 
likely to be observed in block 2, so the conditional probability is 
simply the probability under the original model” [14, pg. 97]. 
The G model assumes the probability of seeing k instances of 
word w in a document as: 

Pw(0) = (1 - �).    (1) 
The conditional probability for seeing 0 occurrences of word w 
in region 2 of the document is calculated as: (1- �), see Table 1. 
Bayes’ theorem states that the probability of event A given 
event B is equal to the probability of an event being A and B 
over the probability of event B or : 

P(A|B) = 
)(

)(
BP

BAP �
.  (2) 

Applied to the calculation of conditional probabilities for the 
occurrences of words in region 2 of the document the 
probability of seeing 0 occurrences of a word in region 2 given 0 
occurrences of this word in region 1 is equal to there being 0 
occurrences of this word in the whole document over the 
probability of seeing 0 occurrences in region 1 or: 

P(02|01) = 
)0(

)00(

1

12

P
P �

.  (3) 

The probability of seeing 0 occurrences of word w in the 
document was earlier described as (1 - �).  
Substituting (1) in (2) leads to: 

P(02|01) = 
)0(
)1(

1P
��

.   (4) 

The same formula is used to calculate the probability of seeing a 
word in region 2; therefore: 

)0(
)1(

1P
��

 = (1 - �).   (5) 

The only condition under which this is possible is: P(01) = 1,  in 
other words when it is certain that there are no occurrences of a 
word in region one. This leads to a contradiction since the same 
argument can be used to calculate the conditional probabilities 
for any word. Therefore, there can be no words in the first half 
of the document which unrealistic. This is false, therefore the 
original assumption of Pw(0) = (1 - �), must be false. 
The G model does not make any assumption about the 
distribution of words inside a document. It only provides an 
assumption of the probability of a word occurring various times. 
Choosing (1 - �) as the estimate for the conditional probability 
of a word occurring in region 2 given that it doesn’t occur in 
region 1 assumes that this word can’t occur in the first half of 
the document. Logically there are situations for which this can 
be imagined, such as ending a document with the word “finis”. 
However, this seems to be more likely an exception rather than a 
rule.
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4. The Computation 

The unconditional probabilities for k  occurrences of word w ,

)(kpw  are given by the Katz model [21]:   

(0) 1wp �� �    (1) 

(1) (1 )wp � �� �    (6) 

21( ) 2 (1 )
1 1

k
wp k k

B B
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  (7) 

Where �  is the probability that a word occurs in a document at 
least once, �  is the probability that the word occurs topically, 
i.e. more than once if it occura at all, and B is the average 
number of occurrences of a word when it occurs more than 
once.
In order to estimate the conditional probability of 2k
occurrences of a word w  in the second half of a document 

given 1k  occurrences in the first half we assume a uniform 
distribution for words within a given document. This means that 
any particular instance of w  has a probability of 1/2 of being in 
either the first or second half of the document. 
The probability of 0, �jj  occurrences of w  in the first half 

of the document and jkjk �� ,  occurrences in the second 
half can be computed as:  
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where k
j

� �
� �
� �
� �

 is the number of ways of selecting j items from k, 

and equals ( ( ) )k j k j�� � � � .

The conditional probability of 2k  occurrences of a word in the 

second half of a document given 1k  occurrences in the first half 
is:

2 1 1 2 1
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The probability of 1k  occurrences in the first half of the 

document is ),( 10=
ikpwi��

. The value of the expression 
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5. Experiments 
The algorithm with the was evalutated on manually transcribed 
conversations. Three conversations, of approximately 30 
minutes duration were transcribed. In addition, as a control, the 
sonnets of Shakespeare were entered with segment boundaries at 
the end/beginning of each sonnet, and the sonnets as a whole 
treated as a single document with topic changes at sonnet 
boundaries.
The Lucene package [22] was used for the initial preparation of 
the documents. The following processing steps were performed:   

1. The documents were tokenized.  
2. Common stop words were removed.  
3. Porter stemming [23] was applied to each word to 

produce a token.  
The transcribed conversations contained 14, 16, and 19 
segments ranging in length from 20 to 300 tokens. The sonnets 
contained 154 segments, with an average length of 55 tokens. 
In order to present the algorithms in the most favorable light 
token frequency statistics were gathered for each document and 
used as the parameters of the Katz model. [21] The probabilities 
of occurrence were computed using Good-Turing smoothing 
[24] of the occurrence frequencies in each document. This 
means that we will estimate the probability of 3 occurrences of a 
token as greater than 0 even if we did not observe 3 occurrences 
in any of the document segments. 
In line with the work of Reynar a fixed window was used as an 
estimate of the size of document segments. For the 
conversations the window size �  was 100 tokens, for the 
sonnets 55 tokens. 
Given a set of ordered tokens nttS ,,= 0 �  which constitute 
a sub-document, the tokens are analyzed and we produce a set of 
token-occurrence pairs, ),(),,(,),,{( 00 mmii ntntnt ��

where in  is the number of times it  occurs in S . The 

probability of S , using the Katz model is )( iiti
np� . In 

order to avoid arithmetic overflow with very small numbers we 
use surprisals, representing the  weight of S , )(Sw  as 

)(log iiti
np�� .

In order to estimate topic boundaries we proceed as follows:  
1. Split the token stream at � . Let the left �  tokens be 

L and the right �  tokens be R. We compute the 
weights of L and R as well as the conditional weight 
of R given L, as described above. 

2. The split is advanced one token. Weights and 
conditional probabilities for L and R are recomputed. 
This computation can be performed efficiently using a 
sliding window.  

3. The process stops when R comes within �  tokens of 
the end of the document.  

The output of this process is an estimate of the weights of L and 
R, together with the conditional weight of R as the second half 
of a topical section given L as the first half, at each possible split 
between �  tokens and ��N  tokens, where N is the number 
of tokens in the document and �  the sliding window size.

6. Conclusions 
A typical plot of weights and conditional weights is shown in 
Figure 1.
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With: 

� w�  being the probability that a document contains at 
least one occurrence of word w 

� w�  being the probability that w is used topically 
(more than once) in a document given that it occurs at 
all. 

� wB  being the average number of occurrences in 
documents with more than one occurrence of w. 

� yx,� being a function with the value of 1 if x = y and 

0 otherwise. 
The formula expresses the probability of a word w occurring k 
times in a document as the sum of the probability that the word 
occurs 0 times, the probability that the word occurs once, i.e. the 
word is a non-topical word, and the probability that a word 
occurs more than once, i.e. that the word is a topical word.  
The three parameters w� , w�  and wB were originally 
established for each word from a training corpus of similar 
documents. However, the algorithm still performed well, even 
for segmenting Spanish broadcast news, when a constant value 
for � , �  and B  was used, which is the value assigned to 
unknown words based on training data from English newswire 
documents.
Table 1 shows the formulae used for calculating the conditional 
probabilities given certain key numbers of occurrences of a 
word in region 1 and region 2. The formulae consider 0, 1, 1 or 
more (1+)  and 2 and more (2+) occurrences of a word.  

Occurrences 
in region 1 
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Table 1: Formulae for the calculation of conditional probabilities [20] 

The algorithm was initially trained and tested by Reynar on the 
HUB-4 Broadcast News Corpus, a collection of transcribed 
television news broadcasts, annotated with topic boundaries by 
the producer. The performance of the segmentation algorithm 
was compared using precision and recall against: 

� An algorithm that randomly computes the same 
number of segment boundaries as were contained in 
the original documents.  

� The TextTiling algorithm (Hearst, 1994). 
� An improved version of the TextTiling algorithm. 
� A maximum entropy model, which also exploits 

domain cues, common content word bi-grams, 
common named entities, synonyms, first use of words 
after the boundary and the use of pronouns in the first 
five words after the topic boundary.  

The word frequency algorithm performed better than all apart 
from the maximum entropy model. It achieved a precision of 
0.55 and a recall of 0.52. Precision is the proportion of correctly 
identified boundaries out of all identified boundaries. Recall is 
the proportion of correctly identified boundaries out of all 
correct boundaries. 
Since any given word can either: not occur at all, occur once or 
occur more than once the sum of all those probabilities should 
add up to 1. In other words it is certain that any given word 
occurs not at all, once or more than once in a section. 
The formulae for the calculation of the conditional probabilities 
is based on the assumption that “having seen 0 occurrences in 
block 1 does not provide any information about how many are 
likely to be observed in block 2, so the conditional probability is 
simply the probability under the original model” [14, pg. 97]. 
The G model assumes the probability of seeing k instances of 
word w in a document as: 

Pw(0) = (1 - �).    (1) 
The conditional probability for seeing 0 occurrences of word w 
in region 2 of the document is calculated as: (1- �), see Table 1. 
Bayes’ theorem states that the probability of event A given 
event B is equal to the probability of an event being A and B 
over the probability of event B or : 

P(A|B) = 
)(

)(
BP

BAP �
.  (2) 

Applied to the calculation of conditional probabilities for the 
occurrences of words in region 2 of the document the 
probability of seeing 0 occurrences of a word in region 2 given 0 
occurrences of this word in region 1 is equal to there being 0 
occurrences of this word in the whole document over the 
probability of seeing 0 occurrences in region 1 or: 

P(02|01) = 
)0(

)00(

1

12

P
P �

.  (3) 

The probability of seeing 0 occurrences of word w in the 
document was earlier described as (1 - �).  
Substituting (1) in (2) leads to: 

P(02|01) = 
)0(
)1(

1P
��

.   (4) 

The same formula is used to calculate the probability of seeing a 
word in region 2; therefore: 

)0(
)1(

1P
��

 = (1 - �).   (5) 

The only condition under which this is possible is: P(01) = 1,  in 
other words when it is certain that there are no occurrences of a 
word in region one. This leads to a contradiction since the same 
argument can be used to calculate the conditional probabilities 
for any word. Therefore, there can be no words in the first half 
of the document which unrealistic. This is false, therefore the 
original assumption of Pw(0) = (1 - �), must be false. 
The G model does not make any assumption about the 
distribution of words inside a document. It only provides an 
assumption of the probability of a word occurring various times. 
Choosing (1 - �) as the estimate for the conditional probability 
of a word occurring in region 2 given that it doesn’t occur in 
region 1 assumes that this word can’t occur in the first half of 
the document. Logically there are situations for which this can 
be imagined, such as ending a document with the word “finis”. 
However, this seems to be more likely an exception rather than a 
rule.
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4. The Computation 

The unconditional probabilities for k  occurrences of word w ,

)(kpw  are given by the Katz model [21]:   

(0) 1wp �� �    (1) 

(1) (1 )wp � �� �    (6) 
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Where �  is the probability that a word occurs in a document at 
least once, �  is the probability that the word occurs topically, 
i.e. more than once if it occura at all, and B is the average 
number of occurrences of a word when it occurs more than 
once.
In order to estimate the conditional probability of 2k
occurrences of a word w  in the second half of a document 

given 1k  occurrences in the first half we assume a uniform 
distribution for words within a given document. This means that 
any particular instance of w  has a probability of 1/2 of being in 
either the first or second half of the document. 
The probability of 0, �jj  occurrences of w  in the first half 

of the document and jkjk �� ,  occurrences in the second 
half can be computed as:  
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 is the number of ways of selecting j items from k, 

and equals ( ( ) )k j k j�� � � � .

The conditional probability of 2k  occurrences of a word in the 

second half of a document given 1k  occurrences in the first half 
is:
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5. Experiments 
The algorithm with the was evalutated on manually transcribed 
conversations. Three conversations, of approximately 30 
minutes duration were transcribed. In addition, as a control, the 
sonnets of Shakespeare were entered with segment boundaries at 
the end/beginning of each sonnet, and the sonnets as a whole 
treated as a single document with topic changes at sonnet 
boundaries.
The Lucene package [22] was used for the initial preparation of 
the documents. The following processing steps were performed:   

1. The documents were tokenized.  
2. Common stop words were removed.  
3. Porter stemming [23] was applied to each word to 

produce a token.  
The transcribed conversations contained 14, 16, and 19 
segments ranging in length from 20 to 300 tokens. The sonnets 
contained 154 segments, with an average length of 55 tokens. 
In order to present the algorithms in the most favorable light 
token frequency statistics were gathered for each document and 
used as the parameters of the Katz model. [21] The probabilities 
of occurrence were computed using Good-Turing smoothing 
[24] of the occurrence frequencies in each document. This 
means that we will estimate the probability of 3 occurrences of a 
token as greater than 0 even if we did not observe 3 occurrences 
in any of the document segments. 
In line with the work of Reynar a fixed window was used as an 
estimate of the size of document segments. For the 
conversations the window size �  was 100 tokens, for the 
sonnets 55 tokens. 
Given a set of ordered tokens nttS ,,= 0 �  which constitute 
a sub-document, the tokens are analyzed and we produce a set of 
token-occurrence pairs, ),(),,(,),,{( 00 mmii ntntnt ��

where in  is the number of times it  occurs in S . The 

probability of S , using the Katz model is )( iiti
np� . In 

order to avoid arithmetic overflow with very small numbers we 
use surprisals, representing the  weight of S , )(Sw  as 

)(log iiti
np�� .

In order to estimate topic boundaries we proceed as follows:  
1. Split the token stream at � . Let the left �  tokens be 

L and the right �  tokens be R. We compute the 
weights of L and R as well as the conditional weight 
of R given L, as described above. 

2. The split is advanced one token. Weights and 
conditional probabilities for L and R are recomputed. 
This computation can be performed efficiently using a 
sliding window.  

3. The process stops when R comes within �  tokens of 
the end of the document.  

The output of this process is an estimate of the weights of L and 
R, together with the conditional weight of R as the second half 
of a topical section given L as the first half, at each possible split 
between �  tokens and ��N  tokens, where N is the number 
of tokens in the document and �  the sliding window size.

6. Conclusions 
A typical plot of weights and conditional weights is shown in 
Figure 1.
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Figure 1: Plot showing unconditional and conditional probabilities for an 
discussion from IT Conversations 

The weight of L is shown in red, the weight of R in blue, the 
conditional weight in green, and the difference between the 
weight of R and the conditional weight in yellow. The 
continuous vertical lines show topic boundaries.  
For each of the documents, using both Reynar's original 
algorithm and our corrected computation of conditional 
probabilities we found very little correlation between the 
difference of R and the conditional weight. There is no 
discernible correlation between the weights and the segment 
boundaries.
For each of the documents, using both Reynar's original 
algorithm and our corrected computation of conditional 
probabilities we found very little correlation between the 
difference of R and the conditional weight. There is no 
discernible correlation between the weights and the segment 
boundaries.
There are several reasons for the failure of the "bag of words" 
model to provide satisfactory topical segmentation. 

1. Reynar's experiments used news stories as the topical 
units.  It islikely that there are greater and more 
concentrated differences invocabulary between news 
stories than there are between segments of a 
conversation.

2. The underlying topical model which partitions a 
conversation into disjoint segments does not 
accurately represent the structure of real 
conversations.  This is also true inthe domain of 
poetry where themes can recur between poems, 
although in a different context. 

3. There is an inevitable imprecision in determining topic 
boundaries using the "bag of words" model since the 
words are presented sequentially, and words which are 
significant to the weight of a segment are likely to 
occur away from the topic boundaries. It is quite 
possible that this is more likely to be true in 
conversations, as opposed to news stories, since 
journalists tend to present the main topic of a story at 
the beginning, and will summarise the topic at the end.  

The corrected conditional probability model produced 
significantly different output, but made no difference to the 
accuracy of the results with respect to our segmentations.  We 
believe that this shows that the basic premise that a "bag of 
words" approach to topical segmentation can work in this 
context is false for the reasons outlined above. 
We have not analyzed the fit of the Katz G-model to our data.  It 
is possible that the fit is poor and that a model, better suited to 
conversational dialogues, would improve algorithm 
performance.  We believe this to be unlikely but it may deserve 
further testing. 
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Figure 1: Plot showing unconditional and conditional probabilities for an 
discussion from IT Conversations 

The weight of L is shown in red, the weight of R in blue, the 
conditional weight in green, and the difference between the 
weight of R and the conditional weight in yellow. The 
continuous vertical lines show topic boundaries.  
For each of the documents, using both Reynar's original 
algorithm and our corrected computation of conditional 
probabilities we found very little correlation between the 
difference of R and the conditional weight. There is no 
discernible correlation between the weights and the segment 
boundaries.
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probabilities we found very little correlation between the 
difference of R and the conditional weight. There is no 
discernible correlation between the weights and the segment 
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Abstract Audiobooks and radio plays have enjoyed an increase in popularity over the recent years and are still
growing. One of the reasons are their ease of use, but also a deepened immersion due to an auditory presentation
of the story. Interactive Audiobooks combine the advantages of such an auditory narration with interactive
elements known from computer games, therefore allowing a more intense perception by focussing on an auditory
presentation.
This paper summarizes the ideas behind interactive audiobooks and sketches the various developments and
improvements over the last year. Here we focus especially on the user interface design, used for story sonification
and game interaction, as well as on the development of a mobile sound/story engine that allows an implementation
on mobile devices.

1 Introduction

An acoustic narration of a story line has several ad-
vantages. It integrates the listener into the story by
requiring an active participation in order to recon-
struct the fictional universe. This reconstruction takes
place using the listeners own imagination and phan-
tasy, therefore adding and building it from personal
information and experiences. Oral presentations are
therefore considered to be much more stimulant and
immersive than audio/visual presentations. Addition-
ally, auditory narrations are easier to author and de-
sign and require less hardware for their presentation.
Furthermore, auditory content is easier to perceive and
evaluate than audio/visual depictions.

The recently introduced Interactive Audiobooks take
the approach of auditory narration one step further by
combining the advantages of complex (non-)linear nar-
ratives with interactive elements from computer games
[1]. These interactive elements represent parts of the
story line and actively integrate the listener/player as
part of the story. The underlying engine is thereby de-
signed with a varying degree of interactivity, that al-
lows anything between a passive listening to the story
up to an interactive audio-only computer game.

2 Interactive udiobooks

The authoring and the design of immersive, non-linear
plots remains one of the main challenges in interactive
digital storytelling. The main advantages of interactive
audiobooks are a non-linear story line, but also a vary-
ing degree of interaction. Both become feasible with

the utilization of story trees, which oer an interesting
alternative to create a non-linear story design [2]. This
method is also often used by game designers to pro-
vide alternative plots and endings that are consistent
with the player’s action and interaction. Our system is
based on such a story-graph structure and further ex-
tended by interaction nodes. These interactive nodes
represent essential parts of the story line that can be
actively played by the user. The interaction nodes com-
prise story-related mini-games and dialogs, but also
techniques to interfere with the story-line and to influ-
ence the story’s characters. As they are based on narra-
tive nodes, they also contain narrative content, in case
the listener does not wish to interact. Here the system
chooses among possible directions and the story con-
tinues depending on previously made decisions. Fig-
ure 1 shows a simplified story-graph, in which nrrtive
nodes (light/green) and interactive nodes (dark/blue)
intertwine. The story starts at the top with the root
node and traverses down till it reaches an end condition
(terminl nodes). The graph branches at predefined
points, at which decisions and challenges in the form
of interactive parts are placed. The perceived story
line depends on the players interaction, but also on
the character’s behavior, and can be re-played multi-
ple times to explore alternative pathways and endings.

As all information is presented acoustically, sophisti-
cated techniques for information sonification, as well as
interaction are required. Here we employ several tech-
niques which are commonly used in 3D virtual auditory
environments [3], but have especially concentrated on
an intuitive interaction paradigm that can be imple-
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mented using a minimal interface. The first prototype
was built around a regular gamepad that was used for
interaction and control [1]. A preliminary user evalu-
ation, however, revealed several difficulties and prob-
lems, of which the interface design and uncertainties
whether or not interaction was possible were among
the severest. Starting from there, several dierent ap-
proaches were evaluated, leading to a modified design
of the interface/interaction paradigm. The main char-
acter/storyline is now aected and indirectly controlled
based on four types of interaction: thinking, aggressive

Figure 1: Story Tree Structure.

and defensive
behavior, and
passive waiting.
In the current
implementation,
this approach
has proven to
be successful,
although an
elaborate user
evaluation needs
to be performed.

2.1 System and Design

The developed system is divided into two parts and
consists of an authoring environment (Figure 2) and
a runtime system. At the moment the runtime sys-
tem is also located on the PC-platform, but currently
being ported for mobile implementation. The initial
implementation was based on OpenAL/EFX and em-
ployed only partially 3D sounds and EFX eects for
the sound rendering. Using mobile devices and a new
sound engine, we hope to utilize and exploit these func-
tionalities stronger and integrate them into the scene
presentation and even into some of the mini games.
For the mobile implementation, we target cell phones,
PDAs and mobile gaming consoles. Recently, we have
developed a fast and sophisticated DSP sound engine
that supports several streams and DSP filtering in re-
altime, and which runs on nearly all mobile platforms.
The next task will be a conversion of the runtime sys-
tem including the story engine and the current user
interface setup, which has been laid out with mobile
devices in mind.
Figure 2 shows an overview of the authoring envi-

ronment that is currently used to create and design
interactive audiobooks. The screen is mainly divided
into three parts, of which the left one shows the en-
tire story, while the middle screen displays the current
selected scene along all contained narrative and inter-
action nodes. The right part of the authoring environ-
ment is used to specify interactions, design mini-games
and to assign sounds and ambient music to the nodes.

Figure 2: Authoring Environment.

So far several smaller interactive audiobooks have been
created, with one being an adaptation of a short story
from Edgar Allan Poe and another a story that com-
bines several myth of the Magdeburg Cathedral [3]. In
the latter attempt, the story has been designed more
tightly around the interactive audiobook’s concept, to
ensure a higher acceptance among the users.

3 Summary and Conclusions
We have discussed the concept of interactive audio-
books along several improvements and modifications
that have evolved over the last year. Here we focussed
especially on the user interface design and an imple-
mentation for mobile devices.
Although, the new interface has proven to work very

well, several ideas remain for future improvements.
The current sound rendering only allows sound spatial-
ization and room acoustics to a minimal degree. Also
topics like multi-player and augmented audio reality
are yet to be explored and will hopefully soon extend
the possibilities of interactive audiobooks.
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bstract. Game design education is still a rather rare subject at educational institutions, even less common is the topic of game sound
design. t the Interaction Design department of the Zurich University of the rts (ZHdK), Switzerland, we have introduced several
interconnected courses that teach aspects related to game sound design, taking into account the special requirements at a school for
art and design. In order to deal with the lack of best practices and examples that could help us orientate and define such a program
we develop the courses along research questions, investigating at the same time the theoretical foundations by using the courses in
game sound design as experimental laboratories. This iterative cycle of teaching and analysis helps us to advance both education and
research.

1 Introduction

Since the arrival of the dLib Music Synthesizer Card (1987)
and the Creative Labs Sound Blaster 1.0 (1989) game audio has
played an increasingly important role in the market. Therefore,
when the game design curriculum was introduced at the Interac-
tion Design department (ID) of the Zurich University of the rts
(ZHdK)1 in 2003 it was soon clear that also sound design should
play an important role in the curriculum. When game sound was
finally introduced in 2005 the question was: What should such a
program contain, what are it’s elements and how should they be
structured?

In this paper I describe our approach of integrating game sound
education and research in a loop that facilitates mutual fertiliza-
tion and makes it possible to advance both aspects. In the first
section I will outline the current situation of game audio educa-
tion. Then I will introduce the main research questions that are
relevant to students of game audio design at an university of the
arts. In the last section I will describe the curriculum at ZHdK
and show the mutual links between education and research2.

2 The State of the rt in Game udio Education
and Research

The most obvious first step to find out how to develop a curricu-
lum was to look at existing educational opportunities. In fact,
courses in entertainment technology or game design are offered at
many universities (see, for example, [31]). However, while there
are countless courses on graphic design, 3D modeling, or even
programming available, sound related courses, let alone game
sound related ones, are still relatively rare. In the private sector
things do not look much different, even at well-known institu-
tions such as the Games cademy [1], finding something about
sound design in the curricula is difficult. The SE institute [30],
probably the most renowned international school for audio engi-
neering, offers game design related degrees in collaboration with
the Qantm college [12], but apart from digital audio, editing and
mixing courses also here nothing can be found that is specifically

1http://iad.zhdk.ch
2Please note that the emphasis of this work lies on a general notion of

sound and not specifically on music or voice, although it may include it as
well.

related to game sound design. The same is true for the Interna-
tional Game Developer ssociation’s Special Interest Group on
Game Education [2].

 potentially helpful source, the Game udio Education
Working Group of the Interactive udio Special Interest Group
(ISIG), describes it’s mission and aims as follows:

”Game audio requires a myriad of specialized au-
dio skills. Currently few web sites and books provide
resources to educate new people who want to get in-
volved in game audio. This project sets out to offer an
additional resource for people to use in learning about
game audio. Its overall goals include:

 Shortening the learning curve of new audio per-
sonnel in game audio by providing resources
that people can learn from.

 Creating a clear reference for terminology and
creation methods in the world of game audio.

 Supplying schools with information to integrate
game audio education into their curricula.”[22]

In fact the ISIG Wiki [23] offers an extensive list of relevant
aspects to be covered in game audio education. Unfortunately, as
the working group has been closed, there is not too much activity
on the Wiki and many questions, especially around designing for
interactive media and games, remain unanswered.

2.1 Game udio for rt and Design

There is no doubt, getting to know and master the tools of the
trade has to be covered in a curriculum on game audio design.
However, especially at an university of the arts, essential skills
for students to acquire are to be able to develop original aesthetic
designs and the ability to express oneself artistically. While this
requires a lot of experience that cannot be taught directly, there are
some areas of knowledge that form an essential basis to acquiring
those competences: Understanding the importance of communi-
cation, semiotics and aesthetics while providing the functionality
required for usability and game-play.

In order to find more information about what should be part
of a game audio curriculum satisfying these requirements we also
looked at publications. There are some excellent books on game
audio, however they focus on the practical aspects of design and
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implementation and do not really deal with semiotics or func-
tional aesthetics. Some works focus more on sound design and
business [29], others on aspects of programming [38], [6] or the
development process as a whole [7]. Theoretical frameworks
for film sound design, such as those developed by Chion [9] or
Flückiger [17], may help to develop theories for game sound, but
they usually are not sufficient to understand game sound phenom-
ena completely.

Since a few years this situation is slowly changing, though,
as more and more online and offline sources explicitly related
to this topic appear. Interesting online resources are for exam-
ple the game sound design section of filmsound.org [8], the au-
dio track on Gamasutra [20] or the website of the Game udio
Network Guild [24]. Collins runs a website that provides a rich
source on game audio, among others a glossary and a descrip-
tion of functions of game audio [13]. There is also an increas-
ing number of scientifical offline publications which are of in-
terest. Ekman has published an interesting paper introducing a
theory of diegesis adapted for computer games [16]. Friberg and
Gärdenfors developed approaches to developing a categorization
for game sound and include in their work aspects of works from
Chion [19]. Moreover there is an upcoming article by Collins,
which specifically deals with participatory and non-linear aspects
of video games audio [14]. But many of these sources seem to fo-
cus on music rather than on sound in general. There is obviously
a need for more systematic research on semiotics and functional
aesthetics of game sound. My goal is, to contribute to this re-
search on game audio by integrating it into game education. For
this, first the core questions of research have to be clarified.

3 Topics of Game Sound Research at ZHdK

s mentioned, semiotics, functional aesthetics and individual ex-
pression are the main topics for art and design related game sound
education. In this section I want to describe more in detail what I
mean by this.

The first requirement, which separates games from other inter-
active applications is immersion and support of flow [15]. nd
here sound plays an important role, because it is omnidirectional,
multidimensional and encompassing. Moreover the ears cannot
be closed [37, 27]. However, achieving immersion requires more
than good headphones or a surround sound setup; Shedroff, for
example, reminds us that a good story, well told, can often im-
merse us deeper than a technically sophisticated artificial audiovi-
sual environment [34]. Some important requirements for immer-
siveness are adaptivity, completeness and continuity in the sound
design [25]. But many questions as to what facilitates immersive
experiences remains unanswered. This is why I consider immer-
sion being an issue of design and art rather than technology.

We all know the role of sound in giving abstract or fictional
objects a ”physical” existence, helping to suspend the disbelief
in the artificial world. But the functional-aesthetic role of sound
goes beyond that: It actually reveals to us the ”inner nature” of
things and processes, it ”characterizes” them, a property which
is used extensively in computer games. Therefore, the objects we
interact with in a game are not just ”there”, they also reveal their
character and meaning in the context of a specific situation in the
game. They acquire meaning beyond their simple ”existence”.

This leads us to the next aspect of game sound design that I
consider relevant for our courses: The relationship between sound
and action. The meaning revealed though sound I just wrote about
is revealed through interaction with the game world. nd this is
one of the essential differences to film sound: We do not passively

watch and listen to a virtual world, we experience it through ac-
tion.

n example of how sound modifies the meaning and percep-
tion of action is how sound connects processes. In film, sound
plays an important role in providing continuity between cuts, it
can make processes seem continuous even if they are montaged.
In games there are no cuts in the same way as in movies. In-
stead, we may encounter situations like the following: In ”XIII”
(Ubisoft 2003) a first aid shelf is opened by clicking on it with
the mouse and when we approach it further we take out a first
aid box. But what actually happens upon the mouse click is this:
First there is the door opening itself with a ”squeek”, our avatar
still holds the gun in his hand and doesn’t move. Second, the first
aid box just disappears, however, we hear a metallic sound of a
box put in place somewhere. What we have here are two things:
First, the substitution of missing graphical information through
sound, and second, the sonic completion of abstract user actions,
like mouse button presses, into complex virtual actions.

The action related functions of sound have again an importance
on an archaic, psychological level: They satisfy our desire for the
manifestation of our action and influence in the world through
sound, a concept that Chion calls ”ergo audition” [11]. I consider
this a very important factor in creating overall enjoyable game ex-
periences. Of special interest is a related effect that I call ”differ-
ential of power”: If I as a player trigger a loud, powerful sound
with a small movement, it gives me the feeling of power and in-
fluence, a weak and fragile sound however is perceived as a sign
of weakness and powerlessness [26].

Last but not least, there is the concept of ”systemic composi-
tion” of both the virtual sonic objects and the virtual soundscape
in a game, which introduces a musical perspective into game
sound design. This means that we can study the sounds of a
game as a kind of ensemble composed of a multitude of sound
emitters, which are differently configured and placed, and the
player’s movement through the environment and her interaction
with objects in it generates a dynamic sonic arrangement and
mix. This means one has to design a functional-aesthetic system
of sounds in time and space rather than what designing a mix
means in linear media like film.

To summarize: Meaning in games is constructed in the triad
of (inter)action, vision and audition3 in a nonlinear, modular sys-
tem of objects and events, with a strong mutual influence between
those elements, very much comparable to the audiovisual contract
that has been described for film [9]. Therefore, systemic sound
design, the relationship with action and the meaning creation pro-
cesses are the core questions for both research and education at
the game audio program of the Interaction Design department at
ZHdK.

4 Using Education for Research

I have laid out the main areas of interest in game sound research
and education at ID/ZHdK. But how to go about actually re-
searching and teaching these topics? How can research and edu-
cation be linked in a fruitful way? nd: Why should they actually
be linked?

s mentioned before, we aim at connecting education and re-
search in a tight loop because there is not enough substantial and
structured knowledge to form the curriculum that is supposed to
treat questions of semiotics and functional aesthetics. Therefore

3lso haptics and possibly other sensorial channels could be included,
but sound and vision are certainly the most relevant senses in games today.
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bstract. Game design education is still a rather rare subject at educational institutions, even less common is the topic of game sound
design. t the Interaction Design department of the Zurich University of the rts (ZHdK), Switzerland, we have introduced several
interconnected courses that teach aspects related to game sound design, taking into account the special requirements at a school for
art and design. In order to deal with the lack of best practices and examples that could help us orientate and define such a program
we develop the courses along research questions, investigating at the same time the theoretical foundations by using the courses in
game sound design as experimental laboratories. This iterative cycle of teaching and analysis helps us to advance both education and
research.

1 Introduction

Since the arrival of the dLib Music Synthesizer Card (1987)
and the Creative Labs Sound Blaster 1.0 (1989) game audio has
played an increasingly important role in the market. Therefore,
when the game design curriculum was introduced at the Interac-
tion Design department (ID) of the Zurich University of the rts
(ZHdK)1 in 2003 it was soon clear that also sound design should
play an important role in the curriculum. When game sound was
finally introduced in 2005 the question was: What should such a
program contain, what are it’s elements and how should they be
structured?

In this paper I describe our approach of integrating game sound
education and research in a loop that facilitates mutual fertiliza-
tion and makes it possible to advance both aspects. In the first
section I will outline the current situation of game audio educa-
tion. Then I will introduce the main research questions that are
relevant to students of game audio design at an university of the
arts. In the last section I will describe the curriculum at ZHdK
and show the mutual links between education and research2.

2 The State of the rt in Game udio Education
and Research

The most obvious first step to find out how to develop a curricu-
lum was to look at existing educational opportunities. In fact,
courses in entertainment technology or game design are offered at
many universities (see, for example, [31]). However, while there
are countless courses on graphic design, 3D modeling, or even
programming available, sound related courses, let alone game
sound related ones, are still relatively rare. In the private sector
things do not look much different, even at well-known institu-
tions such as the Games cademy [1], finding something about
sound design in the curricula is difficult. The SE institute [30],
probably the most renowned international school for audio engi-
neering, offers game design related degrees in collaboration with
the Qantm college [12], but apart from digital audio, editing and
mixing courses also here nothing can be found that is specifically

1http://iad.zhdk.ch
2Please note that the emphasis of this work lies on a general notion of

sound and not specifically on music or voice, although it may include it as
well.

related to game sound design. The same is true for the Interna-
tional Game Developer ssociation’s Special Interest Group on
Game Education [2].

 potentially helpful source, the Game udio Education
Working Group of the Interactive udio Special Interest Group
(ISIG), describes it’s mission and aims as follows:

”Game audio requires a myriad of specialized au-
dio skills. Currently few web sites and books provide
resources to educate new people who want to get in-
volved in game audio. This project sets out to offer an
additional resource for people to use in learning about
game audio. Its overall goals include:

 Shortening the learning curve of new audio per-
sonnel in game audio by providing resources
that people can learn from.

 Creating a clear reference for terminology and
creation methods in the world of game audio.

 Supplying schools with information to integrate
game audio education into their curricula.”[22]

In fact the ISIG Wiki [23] offers an extensive list of relevant
aspects to be covered in game audio education. Unfortunately, as
the working group has been closed, there is not too much activity
on the Wiki and many questions, especially around designing for
interactive media and games, remain unanswered.

2.1 Game udio for rt and Design

There is no doubt, getting to know and master the tools of the
trade has to be covered in a curriculum on game audio design.
However, especially at an university of the arts, essential skills
for students to acquire are to be able to develop original aesthetic
designs and the ability to express oneself artistically. While this
requires a lot of experience that cannot be taught directly, there are
some areas of knowledge that form an essential basis to acquiring
those competences: Understanding the importance of communi-
cation, semiotics and aesthetics while providing the functionality
required for usability and game-play.

In order to find more information about what should be part
of a game audio curriculum satisfying these requirements we also
looked at publications. There are some excellent books on game
audio, however they focus on the practical aspects of design and
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implementation and do not really deal with semiotics or func-
tional aesthetics. Some works focus more on sound design and
business [29], others on aspects of programming [38], [6] or the
development process as a whole [7]. Theoretical frameworks
for film sound design, such as those developed by Chion [9] or
Flückiger [17], may help to develop theories for game sound, but
they usually are not sufficient to understand game sound phenom-
ena completely.

Since a few years this situation is slowly changing, though,
as more and more online and offline sources explicitly related
to this topic appear. Interesting online resources are for exam-
ple the game sound design section of filmsound.org [8], the au-
dio track on Gamasutra [20] or the website of the Game udio
Network Guild [24]. Collins runs a website that provides a rich
source on game audio, among others a glossary and a descrip-
tion of functions of game audio [13]. There is also an increas-
ing number of scientifical offline publications which are of in-
terest. Ekman has published an interesting paper introducing a
theory of diegesis adapted for computer games [16]. Friberg and
Gärdenfors developed approaches to developing a categorization
for game sound and include in their work aspects of works from
Chion [19]. Moreover there is an upcoming article by Collins,
which specifically deals with participatory and non-linear aspects
of video games audio [14]. But many of these sources seem to fo-
cus on music rather than on sound in general. There is obviously
a need for more systematic research on semiotics and functional
aesthetics of game sound. My goal is, to contribute to this re-
search on game audio by integrating it into game education. For
this, first the core questions of research have to be clarified.

3 Topics of Game Sound Research at ZHdK

s mentioned, semiotics, functional aesthetics and individual ex-
pression are the main topics for art and design related game sound
education. In this section I want to describe more in detail what I
mean by this.

The first requirement, which separates games from other inter-
active applications is immersion and support of flow [15]. nd
here sound plays an important role, because it is omnidirectional,
multidimensional and encompassing. Moreover the ears cannot
be closed [37, 27]. However, achieving immersion requires more
than good headphones or a surround sound setup; Shedroff, for
example, reminds us that a good story, well told, can often im-
merse us deeper than a technically sophisticated artificial audiovi-
sual environment [34]. Some important requirements for immer-
siveness are adaptivity, completeness and continuity in the sound
design [25]. But many questions as to what facilitates immersive
experiences remains unanswered. This is why I consider immer-
sion being an issue of design and art rather than technology.

We all know the role of sound in giving abstract or fictional
objects a ”physical” existence, helping to suspend the disbelief
in the artificial world. But the functional-aesthetic role of sound
goes beyond that: It actually reveals to us the ”inner nature” of
things and processes, it ”characterizes” them, a property which
is used extensively in computer games. Therefore, the objects we
interact with in a game are not just ”there”, they also reveal their
character and meaning in the context of a specific situation in the
game. They acquire meaning beyond their simple ”existence”.

This leads us to the next aspect of game sound design that I
consider relevant for our courses: The relationship between sound
and action. The meaning revealed though sound I just wrote about
is revealed through interaction with the game world. nd this is
one of the essential differences to film sound: We do not passively

watch and listen to a virtual world, we experience it through ac-
tion.

n example of how sound modifies the meaning and percep-
tion of action is how sound connects processes. In film, sound
plays an important role in providing continuity between cuts, it
can make processes seem continuous even if they are montaged.
In games there are no cuts in the same way as in movies. In-
stead, we may encounter situations like the following: In ”XIII”
(Ubisoft 2003) a first aid shelf is opened by clicking on it with
the mouse and when we approach it further we take out a first
aid box. But what actually happens upon the mouse click is this:
First there is the door opening itself with a ”squeek”, our avatar
still holds the gun in his hand and doesn’t move. Second, the first
aid box just disappears, however, we hear a metallic sound of a
box put in place somewhere. What we have here are two things:
First, the substitution of missing graphical information through
sound, and second, the sonic completion of abstract user actions,
like mouse button presses, into complex virtual actions.

The action related functions of sound have again an importance
on an archaic, psychological level: They satisfy our desire for the
manifestation of our action and influence in the world through
sound, a concept that Chion calls ”ergo audition” [11]. I consider
this a very important factor in creating overall enjoyable game ex-
periences. Of special interest is a related effect that I call ”differ-
ential of power”: If I as a player trigger a loud, powerful sound
with a small movement, it gives me the feeling of power and in-
fluence, a weak and fragile sound however is perceived as a sign
of weakness and powerlessness [26].

Last but not least, there is the concept of ”systemic composi-
tion” of both the virtual sonic objects and the virtual soundscape
in a game, which introduces a musical perspective into game
sound design. This means that we can study the sounds of a
game as a kind of ensemble composed of a multitude of sound
emitters, which are differently configured and placed, and the
player’s movement through the environment and her interaction
with objects in it generates a dynamic sonic arrangement and
mix. This means one has to design a functional-aesthetic system
of sounds in time and space rather than what designing a mix
means in linear media like film.

To summarize: Meaning in games is constructed in the triad
of (inter)action, vision and audition3 in a nonlinear, modular sys-
tem of objects and events, with a strong mutual influence between
those elements, very much comparable to the audiovisual contract
that has been described for film [9]. Therefore, systemic sound
design, the relationship with action and the meaning creation pro-
cesses are the core questions for both research and education at
the game audio program of the Interaction Design department at
ZHdK.

4 Using Education for Research

I have laid out the main areas of interest in game sound research
and education at ID/ZHdK. But how to go about actually re-
searching and teaching these topics? How can research and edu-
cation be linked in a fruitful way? nd: Why should they actually
be linked?

s mentioned before, we aim at connecting education and re-
search in a tight loop because there is not enough substantial and
structured knowledge to form the curriculum that is supposed to
treat questions of semiotics and functional aesthetics. Therefore

3lso haptics and possibly other sensorial channels could be included,
but sound and vision are certainly the most relevant senses in games today.
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we develop the theoretical foundations by using the courses as
experimental laboratories, using an iterative cycle of teaching and
research.  big advantage of this approach is also the momentum
that can be achieved by mobilizing students. In fact, the students
often introduce surprising and fresh approaches to analytical and
theoretical questions that can help to reorient the research. From
this point of view it is actually an advantage that there is not an
established ”must have” curriculum for game sound design yet.

The courses are project oriented, often several courses like
sound design, 3Dmodeling and programming are joined in a com-
mon project. Like this many valuable and well documented cases
for further study can be generated in a relatively short time4.

In parallel to the courses a Toolbox for Game Sound naly-
sis has been developed and is modified in an iterative way, using
the insights gained from practical course and project work. This
”living document” serves as a central point of reference and doc-
umentation of the actual situation in the process of developing the
theory for game sound. Providing the toolbox for the students
helps to overcome the fundamental difficulty of understanding
and speaking about sounds and sonic experiences in our visually
dominated society.

In the following section we will present the elements of this
curriculum, how they feed into each other and into research, and
how they help to refine the theoretical and didactical foundations
on which game sound education can build.

5 Course Descriptions and Cases
5.1 The Basis for Everything: coustic Display

In this first course module the foundations for all subsequent
courses are laid. The four-day course for students in the second
semester is carried out together with the students of the Interac-
tion Design program, as the content is relevant to both game and
interaction designers.

5.1.1 Course Description

The topics are the following:
Phenomenology of sound and hearing: First of all, even before

acoustics, comes the question of how we experience sound in our
everyday ”Lebenswelt” (to borrow a term coined by Husserl). In-
vestigating the different modes of hearing and their influence on
how sounds are perceived and valued is another important topic
that is often underestimated or forgotten.
Speaking about sound: This is the first element in a kind of

”conceptual sound toolbox”. It focuses on basics of sound cre-
ation and propagation on a very high level, introducing terms like
pitch, volume, timbre, envelope, and the influence of space and
material on sound. Building on these elements the concept of ev-
eryday listening and sound events by Gaver [21] is introduced.
This is combined with the concepts of ”objet sonore” developed
by Schaeffer [32] (see also [10]) and ”sonic effect” [3].
Notation of sounds and sound events: n approach to notation

of everyday sounds is introduced. This is derived from Schafer’s
work on soundscape analysis [33] which is a simplification of
Schaeffer’s taxonomy.
Soundscape analysis: Starting from Schafer’s work the no-

tion of the soundscape as a sonic system, composed by interact-
ing sounding objects, is discussed. In order to approach sound
also from a communication oriented point of view the aspects of
acoustic communication and acoustic community are introduced
[33, 35].

4See also the website of the game design program of ID:
http://www.gametheory.ch

Basic action-sound relationship: This topic is about under-
standing the action-sound relationships in the physical world, how
our perception and interpretation of objects and processes are in-
fluenced by sound and how these fundamental experiences shape
our understanding of the world.
First and second order semantics: The next step is to look at

the many ways that meaning is created through sound, starting
with film analysis. Important sources of knowledge are here [36]
and [17]. This framework also includes aspects of material, set-
ting, scenography and subjectivization.
Sound in the context of interaction: Finally, the fields of acous-

tic display and sonification are introduced, ranging from basic
functions of acoustic display like alarms, status information etc.
to the concept of sonification, acoustic icons and earcons.

ll of these topics are deepened and discussed in class assign-
ments such as protocoled sound walks or action - sound analysis
for everyday objects. The course’s final project is the design of an
acoustic display for an interactive application. The outcome can
be something like functional prototypes for drag & drop sonifica-
tions or sonically enhanced objects of everyday use. n example
of this course module is documented in [18].

5.1.2 Relevance to Research Questions

Several links between education and research can be identified
here:
Speaking about sound is connected to the important question

of how everyday sounds can be described and categorized. ll
areas of research and education can build on such systems of de-
scription. The exercises allow to test the vocabulary and notation
strategies under practical conditions (e.g. when recording sounds
and communicating about them with the team for design decision
making) and help to improve them iteratively.
Semiotics and aesthetics: s mentioned before, understanding

film sound is a good starting point due to the extensive theoretical
material available. This way specific aspects of game sound de-
sign can be analyzed in comparative studies, adapting the methods
from film sound study.

The investigation of action-sound relationships and the sound-
scape as a sonic system is fundamental to understand the nature
of sound design for interactive media.

5.2 Game Sound nalysis

This course (about 3 days in total, for students of the second
semester) is the first in the program that addresses game sound
specifically. It builds upon the foundations mentioned above.

5.2.1 Course Description

fter a warm-up listening exercise a theoretical and methodolog-
ical introduction is given, providing a Toolbox for Game Sound
nalysis. This toolbox contains, among other elements:

 General description of the sounds: what sounds can be
heard, what categories (language, music, SFX; subcate-
gories like NPCs, buttons, etc.; categories of everyday lis-
tening or sonic objects, (see 5.1.1)) can be identified, what
moves and where, description of spatial properties and de-
scription of the ”sound objects” encountered, etc.;

 Semantic categories, such as archetypes, symbols, key-
sounds, stereotypes, leitmotifs, etc.;

 Functional aspects:

– Related to interaction: general communication (di-
rect, indirect and environmental communication [5]),
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disambiguation, focus of attention, meaning for ac-
tions, substitution for haptics, etc.

– Related to narration and dramaturgy: emotional cues,
influence on perception of time, character develop-
ment, etc.

– Related to space: navigation, setting, scenography,
construction of the virtual soundscape (sonic land-
marks, keynote sound, acoustic definition, see [33])

 ”Musical” analysis: What is the ”style” and aesthetics of
the game? How do the sounds ”work” together aestheti-
cally? How can the ”systemic mixing” be judged?

 lso contained in the toolbox is the notational system de-
veloped by Schafer mentioned at 5.1.1.

ll analyses in the course are done with the help of this
toolbox, which ensures the comparability of the results.

nalysis of 2D rcade Games from the 80s: In this exercise,
the sounds of classic arcade games from the 80s (especially from
the tari2600 video game console) are analysed. The analysis
of the (technically) rather simple sounds used in those games has
several benefits:

 Many basic principles of functional aesthetics of game
sound are already contained in the design;

 The limited amount of sounds makes it easier to illustrate
those principles;

 Many ”standard” sounds still used today have their origin
in games from that time, such as jumping sounds or error
sounds;

 Last but not least, the careful analysis of the sounds makes
it possible to discover their actual richness and variety and
shows that aspects of aesthetics and emotional design have
always played an important role in game sound design.

nalysis of 3D Games: For this exercise the analysis toolbox
is extended by questions related to spatial situation and setting of
the sonic events, again based on the notational method described
by Schafer (see 5.1.1). This includes questions about where the
sound source is located, if and how it moves, how the geograph-
ical environment shapes the sound and its propagation, and what
other sources are audible in the virtual soundscape.

lso the notion of the acoustic community is investigated in
more depth. What does the player hear? What do non player
characters (NPCs) ”hear”? Especially since more advanced
listener models for NPCs have been introduced, such aspects
have gained importance for game design.

Comparative nalysis: In the last part of the course the stu-
dents engage in a more complex project. The goal is to conduct
a comparative analysis of two games, using the theoretical and
methodological tools provided. Examples of possible compar-
isons are:

  ”historical analysis”, comparing a 2D arcade game from
the 80s with a modern 3D title of the same genre;

  comparison of a category of functional sounds (e.g. hit-
or pick-up sounds) between games of different genres;

 The analysis of the transformation between a 2D game and
it’s three-dimensional counterpart, e.g.. Zelda:  Link to
the Past (Nintendo 1991) and Zelda: Twilight Princess (Nin-
tendo 2006)5.

5That such 2D-3D analyses have a relevance beyond purely academic

5.2.2 Relevance to Research Questions

lso here, the first aspect is that the terminology and theoreti-
cal concepts can be evaluated through practical application, fur-
ther developing them towards a specific theory of game sound.
lso action-sound relationships specific to games can be investi-
gated and differences between genres can be classified. The no-
tation of sounds, originally created for soundscape studies con-
ducted in physical space, can be tested also in virtual sound-
scapes. The understanding of the mechanisms of virtual sound-
scapes can be improved (e.g. aspects of orientation and naviga-
tion compared to general ”atmospheric backdrop”). For example,
a group of students analyzed the soundscape composition of the
role-playing (RPG) game Gothic II (JoWood 2002) and described,
how the soundscape was supporting mainly orientation and nav-
igation while sonifying battles as rather dull events, underlining
the character of ”serious work” that battles in RPGs have.

Especially the comparative analyses can serve as input for spe-
cific research issues. n example of how the results of such analy-
ses can potentially be used for research is a comparison conducted
by a group of students: They compared the sounds of the multi-
player shooter Quake rena (ctivision 1999) with the single-
player shooter Serious Sam (Gathering of Developers 2001). The
sounds of Quake were very simply structured and had a signal-
like quality, while the sounds of Serious Sam were very com-
plex, multi-layered constructions with a lot of variety and effects.
From this it can be hypothesized that the sound design for a multi-
player game which is used in e-sports requires an approach di-
rected at optimal recognizability and ”legibility” of the sounds
and the emotional and narrative component is rather secondary,
while in a game like Serious Sam each weapon has a complex
”personality” and the general aim is to overwhelm the player in
an audiovisual feast.

5.3 Game Sound Design
5.3.1 Course Description

This course lasts about four days and is aimed at students of the
4th semester. The first exercise is to design a small audio play
of about one minute duration. Designing an audio play is an ex-
cellent exercise for the essential skill of combining and layering
sounds in order to create richer meaning. It forces the students to
first imagine precisely how e.g. a machine is constructed or what
clothes a person wears, in order to design the sounds that evoke
a visual image in the listener’s head. Furthermore the power of
added metaphoric or symbolic sonic cues to the sounds can be
investigated.

The game sound toolbox is supplemented by a vocabulary for
describing SFX, derived from Beauchamp [4]. This vocabulary
contains terms like ”whooshes” that are not based on a clear cate-
gorization but rather on everyday practice of sound designers.
Constructing Modular Soundscapes: In this assignment the

acoustic community and the system of sounding objects intro-
duced in game sound analysis serves as a conceptual background
to understanding the possibilities and potentials of today’s 3D
sound engines, which allow to create not only two dimensional
(stereo with fixed channels) soundscapes but actual sound emitter
systems that simulate ”real” sounding objects in a spatial envi-
ronment, with the so-called listener object moving between them
(see, for example, [28]). The theoretical and conceptual back-
ground described above enables the students to think about the

questions is clearly shown by the advent of recent titles such as Crush
(Sega 2007) or Super Paper Mario (Nintendo 2007) which seamlessly
switch between ”classic” 2D views and 3D presentation.
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we develop the theoretical foundations by using the courses as
experimental laboratories, using an iterative cycle of teaching and
research.  big advantage of this approach is also the momentum
that can be achieved by mobilizing students. In fact, the students
often introduce surprising and fresh approaches to analytical and
theoretical questions that can help to reorient the research. From
this point of view it is actually an advantage that there is not an
established ”must have” curriculum for game sound design yet.

The courses are project oriented, often several courses like
sound design, 3Dmodeling and programming are joined in a com-
mon project. Like this many valuable and well documented cases
for further study can be generated in a relatively short time4.

In parallel to the courses a Toolbox for Game Sound naly-
sis has been developed and is modified in an iterative way, using
the insights gained from practical course and project work. This
”living document” serves as a central point of reference and doc-
umentation of the actual situation in the process of developing the
theory for game sound. Providing the toolbox for the students
helps to overcome the fundamental difficulty of understanding
and speaking about sounds and sonic experiences in our visually
dominated society.

In the following section we will present the elements of this
curriculum, how they feed into each other and into research, and
how they help to refine the theoretical and didactical foundations
on which game sound education can build.

5 Course Descriptions and Cases
5.1 The Basis for Everything: coustic Display

In this first course module the foundations for all subsequent
courses are laid. The four-day course for students in the second
semester is carried out together with the students of the Interac-
tion Design program, as the content is relevant to both game and
interaction designers.

5.1.1 Course Description

The topics are the following:
Phenomenology of sound and hearing: First of all, even before

acoustics, comes the question of how we experience sound in our
everyday ”Lebenswelt” (to borrow a term coined by Husserl). In-
vestigating the different modes of hearing and their influence on
how sounds are perceived and valued is another important topic
that is often underestimated or forgotten.
Speaking about sound: This is the first element in a kind of

”conceptual sound toolbox”. It focuses on basics of sound cre-
ation and propagation on a very high level, introducing terms like
pitch, volume, timbre, envelope, and the influence of space and
material on sound. Building on these elements the concept of ev-
eryday listening and sound events by Gaver [21] is introduced.
This is combined with the concepts of ”objet sonore” developed
by Schaeffer [32] (see also [10]) and ”sonic effect” [3].
Notation of sounds and sound events: n approach to notation

of everyday sounds is introduced. This is derived from Schafer’s
work on soundscape analysis [33] which is a simplification of
Schaeffer’s taxonomy.
Soundscape analysis: Starting from Schafer’s work the no-

tion of the soundscape as a sonic system, composed by interact-
ing sounding objects, is discussed. In order to approach sound
also from a communication oriented point of view the aspects of
acoustic communication and acoustic community are introduced
[33, 35].

4See also the website of the game design program of ID:
http://www.gametheory.ch

Basic action-sound relationship: This topic is about under-
standing the action-sound relationships in the physical world, how
our perception and interpretation of objects and processes are in-
fluenced by sound and how these fundamental experiences shape
our understanding of the world.
First and second order semantics: The next step is to look at

the many ways that meaning is created through sound, starting
with film analysis. Important sources of knowledge are here [36]
and [17]. This framework also includes aspects of material, set-
ting, scenography and subjectivization.
Sound in the context of interaction: Finally, the fields of acous-

tic display and sonification are introduced, ranging from basic
functions of acoustic display like alarms, status information etc.
to the concept of sonification, acoustic icons and earcons.

ll of these topics are deepened and discussed in class assign-
ments such as protocoled sound walks or action - sound analysis
for everyday objects. The course’s final project is the design of an
acoustic display for an interactive application. The outcome can
be something like functional prototypes for drag & drop sonifica-
tions or sonically enhanced objects of everyday use. n example
of this course module is documented in [18].

5.1.2 Relevance to Research Questions

Several links between education and research can be identified
here:
Speaking about sound is connected to the important question

of how everyday sounds can be described and categorized. ll
areas of research and education can build on such systems of de-
scription. The exercises allow to test the vocabulary and notation
strategies under practical conditions (e.g. when recording sounds
and communicating about them with the team for design decision
making) and help to improve them iteratively.
Semiotics and aesthetics: s mentioned before, understanding

film sound is a good starting point due to the extensive theoretical
material available. This way specific aspects of game sound de-
sign can be analyzed in comparative studies, adapting the methods
from film sound study.

The investigation of action-sound relationships and the sound-
scape as a sonic system is fundamental to understand the nature
of sound design for interactive media.

5.2 Game Sound nalysis

This course (about 3 days in total, for students of the second
semester) is the first in the program that addresses game sound
specifically. It builds upon the foundations mentioned above.

5.2.1 Course Description

fter a warm-up listening exercise a theoretical and methodolog-
ical introduction is given, providing a Toolbox for Game Sound
nalysis. This toolbox contains, among other elements:

 General description of the sounds: what sounds can be
heard, what categories (language, music, SFX; subcate-
gories like NPCs, buttons, etc.; categories of everyday lis-
tening or sonic objects, (see 5.1.1)) can be identified, what
moves and where, description of spatial properties and de-
scription of the ”sound objects” encountered, etc.;

 Semantic categories, such as archetypes, symbols, key-
sounds, stereotypes, leitmotifs, etc.;

 Functional aspects:

– Related to interaction: general communication (di-
rect, indirect and environmental communication [5]),
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disambiguation, focus of attention, meaning for ac-
tions, substitution for haptics, etc.

– Related to narration and dramaturgy: emotional cues,
influence on perception of time, character develop-
ment, etc.

– Related to space: navigation, setting, scenography,
construction of the virtual soundscape (sonic land-
marks, keynote sound, acoustic definition, see [33])

 ”Musical” analysis: What is the ”style” and aesthetics of
the game? How do the sounds ”work” together aestheti-
cally? How can the ”systemic mixing” be judged?

 lso contained in the toolbox is the notational system de-
veloped by Schafer mentioned at 5.1.1.

ll analyses in the course are done with the help of this
toolbox, which ensures the comparability of the results.

nalysis of 2D rcade Games from the 80s: In this exercise,
the sounds of classic arcade games from the 80s (especially from
the tari2600 video game console) are analysed. The analysis
of the (technically) rather simple sounds used in those games has
several benefits:

 Many basic principles of functional aesthetics of game
sound are already contained in the design;

 The limited amount of sounds makes it easier to illustrate
those principles;

 Many ”standard” sounds still used today have their origin
in games from that time, such as jumping sounds or error
sounds;

 Last but not least, the careful analysis of the sounds makes
it possible to discover their actual richness and variety and
shows that aspects of aesthetics and emotional design have
always played an important role in game sound design.

nalysis of 3D Games: For this exercise the analysis toolbox
is extended by questions related to spatial situation and setting of
the sonic events, again based on the notational method described
by Schafer (see 5.1.1). This includes questions about where the
sound source is located, if and how it moves, how the geograph-
ical environment shapes the sound and its propagation, and what
other sources are audible in the virtual soundscape.

lso the notion of the acoustic community is investigated in
more depth. What does the player hear? What do non player
characters (NPCs) ”hear”? Especially since more advanced
listener models for NPCs have been introduced, such aspects
have gained importance for game design.

Comparative nalysis: In the last part of the course the stu-
dents engage in a more complex project. The goal is to conduct
a comparative analysis of two games, using the theoretical and
methodological tools provided. Examples of possible compar-
isons are:

  ”historical analysis”, comparing a 2D arcade game from
the 80s with a modern 3D title of the same genre;

  comparison of a category of functional sounds (e.g. hit-
or pick-up sounds) between games of different genres;

 The analysis of the transformation between a 2D game and
it’s three-dimensional counterpart, e.g.. Zelda:  Link to
the Past (Nintendo 1991) and Zelda: Twilight Princess (Nin-
tendo 2006)5.

5That such 2D-3D analyses have a relevance beyond purely academic

5.2.2 Relevance to Research Questions

lso here, the first aspect is that the terminology and theoreti-
cal concepts can be evaluated through practical application, fur-
ther developing them towards a specific theory of game sound.
lso action-sound relationships specific to games can be investi-
gated and differences between genres can be classified. The no-
tation of sounds, originally created for soundscape studies con-
ducted in physical space, can be tested also in virtual sound-
scapes. The understanding of the mechanisms of virtual sound-
scapes can be improved (e.g. aspects of orientation and naviga-
tion compared to general ”atmospheric backdrop”). For example,
a group of students analyzed the soundscape composition of the
role-playing (RPG) game Gothic II (JoWood 2002) and described,
how the soundscape was supporting mainly orientation and nav-
igation while sonifying battles as rather dull events, underlining
the character of ”serious work” that battles in RPGs have.

Especially the comparative analyses can serve as input for spe-
cific research issues. n example of how the results of such analy-
ses can potentially be used for research is a comparison conducted
by a group of students: They compared the sounds of the multi-
player shooter Quake rena (ctivision 1999) with the single-
player shooter Serious Sam (Gathering of Developers 2001). The
sounds of Quake were very simply structured and had a signal-
like quality, while the sounds of Serious Sam were very com-
plex, multi-layered constructions with a lot of variety and effects.
From this it can be hypothesized that the sound design for a multi-
player game which is used in e-sports requires an approach di-
rected at optimal recognizability and ”legibility” of the sounds
and the emotional and narrative component is rather secondary,
while in a game like Serious Sam each weapon has a complex
”personality” and the general aim is to overwhelm the player in
an audiovisual feast.

5.3 Game Sound Design
5.3.1 Course Description

This course lasts about four days and is aimed at students of the
4th semester. The first exercise is to design a small audio play
of about one minute duration. Designing an audio play is an ex-
cellent exercise for the essential skill of combining and layering
sounds in order to create richer meaning. It forces the students to
first imagine precisely how e.g. a machine is constructed or what
clothes a person wears, in order to design the sounds that evoke
a visual image in the listener’s head. Furthermore the power of
added metaphoric or symbolic sonic cues to the sounds can be
investigated.

The game sound toolbox is supplemented by a vocabulary for
describing SFX, derived from Beauchamp [4]. This vocabulary
contains terms like ”whooshes” that are not based on a clear cate-
gorization but rather on everyday practice of sound designers.
Constructing Modular Soundscapes: In this assignment the

acoustic community and the system of sounding objects intro-
duced in game sound analysis serves as a conceptual background
to understanding the possibilities and potentials of today’s 3D
sound engines, which allow to create not only two dimensional
(stereo with fixed channels) soundscapes but actual sound emitter
systems that simulate ”real” sounding objects in a spatial envi-
ronment, with the so-called listener object moving between them
(see, for example, [28]). The theoretical and conceptual back-
ground described above enables the students to think about the

questions is clearly shown by the advent of recent titles such as Crush
(Sega 2007) or Super Paper Mario (Nintendo 2007) which seamlessly
switch between ”classic” 2D views and 3D presentation.
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technological possibilities in more challenging ways and use it
not only to simulate the sonic ”reality” but to transform it and re-
construct it, creating new functional-aesthetic sonic experiences.
n example is given below in section 5.4.
Designing Gameplay with Sound: Finally, the students inte-

grate the acquired design skills in a project of their own. Usu-
ally, the students use the Torque game engine (GarageGames) or
the Unreal editor (Epic) to create 3D games in the context of a
specific aesthetic framework or genre. For example, last year’s
assignment was inspired by the movie lphaville (Godard 1965).
In addition, aspects of design process management are discussed
and methods like rapid prototyping or tools like the development
process map [7] applied.

5.3.2 Relevance to Research Questions

The design process is conducted along the steps described in game
sound analysis and serves to test the analytical framework against
a real-life design situation. Here it soon becomes clear, if the con-
ceptual background actually helps to improve design results in
any way and if it is useful to formulate and verify design related
hypotheses. Moreover, in a design process also new questions
for research arise. The introduction of the sound categorization
vocabulary commonly used in the industry (e.g. for ”SFX” li-
braries) allows to critically compare it with the more structured
approaches mentioned above (see 5.1.1).

5.4 Experimental Game Design

This last course in the curriculum aims at integrating all compo-
nents from the previous courses into one big framework. Here
the wealth of the theoretical and practical expertise acquired by
the students in the prior courses is brought to bear in order to cre-
ate original and expressive experiences. Usually the projects are
developed by combining courses from sound design, 3D design,
storytelling and programming. The goal is to cross borders of gen-
res and media and to design for extraordinary contexts, involving
for examples aspects of physical space. Often real clients are in-
volved. The best works are usually presented to a larger public
and in the annual diploma show, which serves also as a showcase
for the whole design department.

n example project is ”Inside/Outside”, which was carried out
in fall 2006. The aim of this project was to analyze and decon-
struct the real space of the ZHdK buildings and reconstruct them
in a game. The special treat was that the presentation was done in
the auditorium which disposes of a 360 video-beam setup and a
7.1 surround installation. The project played with the real space
of this auditorium, the whole school, and virtual de- and recon-
structed versions of it. Sound was used extensively in this project,
e.g. to transport the identities of places or transgress physical
spaces. The results were presented in the auditorium to the public
(See figures 1 and 2).

Figure 1: Final presentation of inside/outside to the public.

Figure 2: One of the projects of inside/outside used mobile video-
conferencing to create a game combining virtual and real space

6 Conclusion

In this paper I have described how game sound design is handled
in both education and research at the Interaction Design depart-
ment of the Zurich University of the rts. There are only few
examples that could help to orient the creation of a curriculum for
game sound design that suits the requirements of a education in
art and design. lso the theoretical foundations are rather thin,
albeit growing slowly. I intend to contribute to the research in this
domain by linking education and research in our courses in such
a way that they mutually enrich and enable each other.

I have described the courses and listed the main topics dis-
cussed in them, describing how they relate to research questions.
The research questions are focusing on semiotics and functional
aesthetics, because I consider these being of special relevance for
students in art and design. s the program is still rather young
there are not yet many final results or documented impacts on
game sound theory but I’m convinced that this will change as the
courses iterate.

Doing research in the field of game audio shares some of the
challenges also facing design research in general. The question
at the core is: how can design research produce scientifically rel-
evant findings? In the approach described here I use theoretical
concepts and structured methods in everyday design tasks with
students. By documenting results and adapting the ”Toolbox for
Game Sound nalysis” I can create a experimental laboratory of
empiric study within an educational context which, as I believe,
will lead to scientifically relevant results very soon.

Very often game audio is considered to be an add-on which
will be taken care of by a musician or sound designer. The gifted
sound wizard, the inspired musician are somehow mystical fig-
ures that contribute something to game design that everybody
considers an important part of the experience, but nobody really
understands. In my opinion it is important to demystify the role
of the game sound designer and open this field to all game design
students. Ultimately it will greatly improve the design process
and in the end the quality of an overall game design if everybody
- also the programmer, the 3D artist or the project manager - know
and understand the role sound plays in games.
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the auditorium which disposes of a 360 video-beam setup and a
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of this auditorium, the whole school, and virtual de- and recon-
structed versions of it. Sound was used extensively in this project,
e.g. to transport the identities of places or transgress physical
spaces. The results were presented in the auditorium to the public
(See figures 1 and 2).

Figure 1: Final presentation of inside/outside to the public.

Figure 2: One of the projects of inside/outside used mobile video-
conferencing to create a game combining virtual and real space
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ment of the Zurich University of the rts. There are only few
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game sound design that suits the requirements of a education in
art and design. lso the theoretical foundations are rather thin,
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domain by linking education and research in our courses in such
a way that they mutually enrich and enable each other.

I have described the courses and listed the main topics dis-
cussed in them, describing how they relate to research questions.
The research questions are focusing on semiotics and functional
aesthetics, because I consider these being of special relevance for
students in art and design. s the program is still rather young
there are not yet many final results or documented impacts on
game sound theory but I’m convinced that this will change as the
courses iterate.

Doing research in the field of game audio shares some of the
challenges also facing design research in general. The question
at the core is: how can design research produce scientifically rel-
evant findings? In the approach described here I use theoretical
concepts and structured methods in everyday design tasks with
students. By documenting results and adapting the ”Toolbox for
Game Sound nalysis” I can create a experimental laboratory of
empiric study within an educational context which, as I believe,
will lead to scientifically relevant results very soon.

Very often game audio is considered to be an add-on which
will be taken care of by a musician or sound designer. The gifted
sound wizard, the inspired musician are somehow mystical fig-
ures that contribute something to game design that everybody
considers an important part of the experience, but nobody really
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Abstract. Portable music players and music-oriented mobile phones are becoming increasingly popular. At the same time, the 
available storage space is growing and enabling music collections of thousands of songs. The navigating in and interacting with such 
large number of songs can be a tedious task with the device that has a small display and limited interaction capabilities. One 
attractive alternative to current list- or tree-based solutions is interactive visualizations, which facilitate browsing and organizing 
personal music libraries and thus ease in selecting what kind of music to listen to. The essential idea of these visualizations is to 
replace the traditional UI with a dynamic, adaptive, and interactive image. To design the visualizations, the authors have arranged 
several online questionnaires on how people map images to music. This paper presents the results of one of the questionnaires, 
focusing on mapping musical tempo to various visual features such as the number of objects, shape, size, orientation, color, and blur. 

1. Introduction 

The music business is in a transition as the sales of CDs drop 
and online sales of digital music grow. In addition, portable 
music players (e.g. Apple iPod) and music-focused mobile 
phones are becoming increasingly popular and thus, music 
consumption is going mobile. The increased storage space of the 
music devices allows storing of more songs in the users’ 
collections. For instance, the newest iPods can store up to 20 
000 songs. Navigating in and interacting with such a large 
collection can be a hard task on a small screen of a mobile 
device that has limited interaction capabilities. The user may 
forget his Whitesnake and Steep albums for a long time, because 
he never manages to scroll the artist list to that point. Instead of 
using current list-based presentations, one alternative is to create 
new interactive visualizations of musical content, which 
facilitate browsing and organizing personal music libraries and 
thus ease in selecting what kind of music to listen to.  
Information visualization is about using “computer-supported, 
interactive, visual representation of abstract data to amplify 
cognition [12].” For example, the following ways are proposed 
for amplifying cognition: shifting workload from a human’s 
cognitive system to their perceptual system, reducing searching, 
and enhancing recognition of patterns. Hence, the idea is to 
replace the current list or tree presentations of a music library 
with a dynamic, adaptive, and interactive visualization. Certain 
visual elements of the picture are mapped to user’s own music 
collection or a music recommendation service. For example, the 
user clicks on a sharp black object and playback of fast heavy 
metal from his music collection starts, or clicking a round green 
object starts the playback of slow country music. 
To study visualizations for music, we arranged a set of online 
questionnaires on how people map images to music. This paper 
presents the results of one questionnaire, concentrating on 
mapping musical tempo to various visual features of images. 

2. Related Work 

Lots of previous research, applications, and online services exist 
for visualization of large music collections, generation of 
playlists, etc. In the following, we focus on those where tempo 
has been used as one parameter for selecting the songs. 
Van Gulik’s artist map user interface [1,2] provides an overview 
to an entire music collection or its subset by calculating the 
similarities between artists and visualizing them on the screen. 
Colors in the UI can be mapped to, e.g., mood, genre, and 
tempo. In one of the examples, clustering was based on release 

year (x-axis) and tempo (y-axis). The coloring was done on 
tempo as follows: very slow = blue, slow = cyan, medium = 
green, fast = yellow, and very fast = red. 
Zhu [8] developed “an algorithm to automatically estimate 
human perceptions on rhythm and timbre of a music clip. Then, 
based on these two values, each music clip is mapped into a 2D 
(timbre-rhythm) space.” In the visualization, brightness 
decreases from top to bottom and tempo from right to left. 
Musicovery [9] is an interactive web radio, where the user is 
able to select music according to mood (dark, energetic, calm, 
positive), danceability, decade, tempo, and genre. Tempo has 
been mapped to the y-axis, and decreases from top to bottom. 
Moody [3] is a mood-based playlist generator for iTunes. To 
start with, the user has to tag his whole iTunes library according 
to mood. This is done along two axes, where y-axis represents 
intensity and x-axis denotes happiness. The axes are color-coded 
in such way that red represents intensive but sad music, yellow 
intense and happy music, blue calm and sad music, and green 
happy but calm music. The mood is saved in the comments field 
of the ID3 tags.  Once the library is tagged, the user can define 
new playlists based on mood. 
In Musiclens [4], the user can adjust sliders to get new 
recommendations. One of the sliders adjusts tempo, which 
decreases from top to bottom. 
With the UPF Music Surfer [5] the user can select an artist, 
album, or track, or upload his own track to find similar music 
from the service. The similarity maps can be arranged according 
to e.g. tempo (BPM), timbre, rhythm, genre, danceability, key, 
or tonality (major/minor). 
In the case of Apple iTunes, the user can e.g. create smart 
playlists that match certain BPM conditions (e.g. add song to 
playlist if its tempo is higher than 120 BPM). 

3. Online Questionnaire 

To study how people associate musical tempo with various 
visual features of images, an online questionnaire was arranged. 
The questionnaire consisted of 17 pictures where one visual 
attribute at the time was varied in a set of objects. In each 
picture, the participants were asked to compare different objects 
and then select which one seems to have the highest (or the 
lowest) tempo. Some of the visual features (e.g. size and 
location) were selected because they are prominent and logical, 
and others were based on previous research and our sketches for 
visual music player user interfaces.  
The call for participation was sent to c. 200 employees of a large 
international company that has employees of several 
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nationalities. Participation was voluntary and the participants 
did not receive any kind of compensation for participating in the 
study. 75 persons answered the questionnaire, and 80% of them 
were male and 20% female. 63 % (47 persons) were Finnish, 8% 
(6 persons) Indian, 11% (8 persons) Chinese, and the rest from 
various nationalities such as American, Canadian, Irish, 
German, and Mexican. Nearly 90% of the participants were 25-
40 years old, and majority had engineering background. Next, 
we discuss the results of the questionnaire in more detail. 

4. Results 

Due to the high number of Finnish participants, it is obvious that 
their votes dominate in the results. We also studied how the 
votes were split between the different nationalities, but did not 
notice any significant differences. However, we acknowledge 
that the number of non-Finnish participants is low, which means 
that this finding is merely suggestive.  

4.1. Number of Objects 
In the first part of the questionnaire, the participants were told 
that each option (A, B, C in Figure 1) represents a single song 
with a different tempo. They were asked to select one option in 
order to listen to fast music. The participants were also able to 
select option ”No opinion.” 

Figure 1: Associating the number of objects with tempo. 

As expected, most of the participants (84.0%) considered that 
option B has the highest tempo. The other options received only 
a few votes (option A 4.0% and option C 6.7%) and 5.3% of the 
participants had no opinion. Consequently, the result implies 
that the number of objects could be a good parameter for 
representing tempo, and high numbers of objects map to faster 
tempos than a low numbers. 

4.2. Size of Objects 
In the next question, the participants were asked which of 
objects shown in Figure 2 they associate with fast music. 

Figure 2: Associating the size of objects with tempo. 

The majority of participants (56.0%) preferred the small-sized 
object for presenting fast songs. However, over one fourth 
(28.0%) favored the large objects and 10.7% did not have an 
opinion. Interestingly, the mid-size (option A) was favored by 
5.3%, which could be explained by that fact people did not read 
the instructions carefully enough (e.g.,” please do not make your 
selection based on the location or order of pictures”). Also, the 
size difference could have not been adequate even though the 
factor of diameter was varied from 1 to 1.5 and to 2. As a result, 
the size of object alone is a poor variable for representing 
tempo.

4.3. Shape 
Next we studied how varying the number of corners of a shape 
would affect perceiving tempo. The participants were asked to 
select shapes for listening to slow and fast music (Figure 3). 

Figure 3: Associating different shapes with tempo. 

In both cases the votes were evenly divided between three 
different objects. Analyzing the results and the comments of the 
participants revealed that the majority associated the higher 
number of corners with a faster tempo (Table 1). 

Table 1: Votes for shapes with different number of corners.  
Fast music Slow music 

Option Number 
of votes 

% of 
votes 

Option Number 
of votes 

% of 
votes 

A 18 24.0 A 20 26.7 
B 2 2.7 B 23 30.7 
C 2 2.7 C 4 5.3 
D 1 1.3 D 3 4.0 
E 21 28.0 E 0 0.0 
F 24 32.0 F 17 22.7 
No opinion 7 9.3 No opinion 8 10.6 

Figure 3 shows that as the number of corners increases, the 
shape starts to become increasingly circular. So, we studied how 
associating tempo to an object without corners (circle) would 
relate to objects with sharp corners (Figure 4). The task was the 
same as with the previous set of objects. The selection of shapes 
A (circle) and D (star) was based on our findings from comics 
[10,11] and art. In comics, spiky shapes are often used in 
balloons to illustrate that a character is aggressive or shouting.  

Figure 4: Associating circle, triangle, square, and star shapes 
with tempo. 

The results were encouraging (Table 2). 84% of the participants 
mapped the star to fast music, while the circle was associated 
with slow music (68%). The reasons for associating the star with 
fast music were, e.g., that a shape with many corners implies 
fast music; sharp corners resemble fast beats; and the object 
looks like thunder and explosion. The circle was associated with 
slow music, for example, because a simple shape relates to slow 
music; less corners imply a slower tempo; and the circle is a 
round, calm, and peaceful shape. As the percentage values are so 
high, it seems that our comics-like approach could be an 
interesting alternative for representing musical tempo. 

Table 2: Votes for circle, triangle, square, and star.  
Fast music Slow music 

Option Number 
of votes 

% of 
votes 

Option Number 
of votes 

% of 
votes 

A  4 5.3 A 51 68.0 
B 4 5.3 B 9 12.0 
C 1 1.4 C 9 12.0 
D 63 84.0 D 1 1.3 
No opinion 3 4.0 No opinion 5 6.7 
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4.4. Blur 
This part of the questionnaire studied how blurring objects 
affects to perceiving tempo (Figure 5).  

Figure 5: Associating blurring with tempo. 

Nearly half of the participants linked blurred objects to slow 
music (49.3%) and sharp objects to fast music (52.0%). 
However, 32.0% of the participants mapped the blurred object to 
fast music and 24.0% the sharp object to slow music. The 
conflicting result implies that blurring is a poor way to present 
tempo.  

4.5. Foreground Objects Versus Background Objects 
Next we studied could the depth order of objects represent 
tempo and in this case, do people associate fast music with 
objects closer to or further away from the foreground.  

Figure 6: Associating objects on foreground and background 
with tempo. 

The votes were split evenly between foreground (25.3%) and 
background (20.0%), while over half of the participants (53.3%) 
did not have an opinion. Consequently, using the depth order for 
representing musical tempo is a very poor attribute. 

4.6. Vertical Location  Versus Horizontal Location 
In this part of the questionnaire, the participants were instructed 
that each rectangle represents a collection of songs and each 
circle (marked with A-X) symbolizes a single song (Figure 7). 
In the case of first rectangle, the participants were asked which 
of the songs is faster: A or B? The same question was repeated 
for each pair of circles shown in Figure 7. The participants were 
also able to select option “both songs have the same tempo” or 
“no opinion.” 

Figure 7: Associating location with tempo. 

Based on the results (Table 3), people map tempo to the y-axis 
in such a way that faster songs are located on the top and slower 
songs on the bottom. Most votes (c. 40-60%) were consistently 
given to circles having the highest y-coordinate value (see 

bolded figures in Table 3). Those circles that also had the 
highest x-coordinate value got the greatest number of votes. In 
the case where the circles A and B had the same y-coordinate 
value, most votes (40.0%) were given to option “both songs 
have the same tempo.” 
Despite the low differences in percentages of votes, we consider 
mapping tempo to the y-axis to be a promising parameter. Since 
on average one fourth of the participants did not express their 
opinion, the y-axis should be labeled clearly (as in e.g. [9]) or 
the visualization should be supported with some other visual 
parameters presented in this paper. 

Table 3: Votes for circles in different locations. 
Fast music 

Option
% of 
votes Option 

% of 
votes 

Same 
tempo % 

No
opinion % 

A 8.0 B 32.0 40.0 20.0 
C 5.3 D 52.0 18.7 24.1 
E 5.3 F 54.7 18.7 21.3 
G 45.3 H 18.7 8.0 28.0 
I 45.3 J 18.7 8.0 28.0 
K 9.3 L 50.7 17.3 22.7 
M 44.0 N 13.4 13.3 29.3 
O 4.0 P 60.0 12.0 24.0 
Q 6.7 R 58.7 9.3 25.3 
S 40.0 T 21.3 9.4 29.3 
U 5.3 V 58.7 16.0 20.0 
W 48.0 X 14.6 10.7 26.7 

4.7. Orientation 
To study the effect of orientation, the participants were asked 
which of the rectangles (Figure 8) seem to have the highest and 
the slowest tempos. 

Figure 8: Associating orientation with tempo. 

For the fast music, 38.7% of the participants selected option A 
(rising slope) and 28% voted for option B (pointing up). The 
reasons were, e.g., that pointing up implies fast tempo, tempo 
increases to the right, upward slope implies fast music, and 
going upwards means that the beat gets faster. In the case of 
slow music, option B received 50.7% and option D had 20% of 
the votes. The reasons for selecting B now were, e.g., that the 
object looks like lying, lazy, sleeping, or flat, and thus relates to 
slow tempo. Again nearly 20% of the participants did not have 
an opinion. This combined with relatively low percentages 
suggest that orientation only is a poor choice for presenting 
musical tempo. 

4.8. Size Versus Location 
Next we studied if size dominates over location or vice versa. 
Participants were instructed that each picture (A-D in Figure 9) 
represents a collection of music and each rectangle represents a 
single song with a different tempo. They were asked to select 
one part in each picture to listen to fast music. In the cases A 
and B, the participants could select top, bottom, and no opinion. 
For the cases C and D, the options were left, right, and no 
opinion. 
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Figure 9: Associating objects with different sized rectangles 
with tempo. 

The results (Table 4) suggest strongly that size dominates 
location. As discussed in Section 4.2, people tend to associate 
small objects with fast tempos. In the case of picture A, 60.0% 
of the participants associated the bottom of the picture (small 
rectangles) with fast songs. In the next case, the small rectangles 
were now located on the top that received 80.0% of the votes. 
This finding relates also to cases C and D: the small rectangles 
located on the right (C) and left (D) sides of the pictures receive 
most of the votes (78.7% and 60.0%, respectively). However, 
location may have a small effect on the results; when the small 
rectangles are located on top or right, the percentages are higher. 

Table 4: Votes for objects with different sized rectangles. 
Fast music 

Number 
of votes 

% of 
votes 

Number 
of votes 

% of 
votes 

Option A B
Top 26 34.7 60 80.0 
Bottom 45 60.0 11 14.7 
No opinion 4 5.3 4 5.3 
Option C D 
Left 12 16.0 45 60.0 
Right 59 78.7 25 33.3 
No opinion 4 5.3 5 6.7 

Due to the high percentages of the most voted options, it can be 
concluded that this type of graphical presentation may be a good 
way to present musical tempo. 

4.9. Location 
In the next question, the participants were asked which cells in 
the grid (Figure 10) have the fastest and the slowest tempo. 

Figure 10: Associating grid location with tempo. 

The results were as anticipated. 38.7% of participants 
considered cell H to be the fastest, and 34.7% considered cell L 
as the slowest. This is in line with Section 4.6, which indicated 
that fast songs have higher y-coordinate values than slower ones. 
The rest of the cells received only few votes – roughly 3% on 
the average. Still, the amount of participants that did not have an 
opinion was roughly 40% which reduces the suitability of using 
this attribute alone.

4.10. Color 
After this we studied how tempo associates with colors. We 
used 12 colors (red, green, yellow, blue, black, white, pink, 
cyan, gray, orange, brown, and purple) recommended for color-
coding [6]. The following introduction was given to the 
participants: “There are 12 songs in a music collection. Each 
color is mapped to a single song and each song has a different 
tempo.”
First the participants were asked to select a color for the fastest 
song. The majority (60.0%) of participants picked red, while the 
other votes were evenly divided between the other colors (Table 
5). The participants were also asked to justify their selection, 
and the reasons for selecting red were, e.g., aggressive, fast, 
danger, heat, fire, active, root chakra, passion, and hot end of 
RPM meters. These reasons are easy to understand and also in 
line with western color symbolism (see e.g. [7]). Interestingly, 
all Chinese participants (8) considered red to be the fastest color 
(for Finnish the number was 61.7%). One explanation 
mentioned was that red represents happiness in China, and fast 
music also often represents happy emotion. 
Next the participants were asked to select one or two other 
colors for fast songs. The most voted colors were yellow 
(22.6%) and orange (17.4%). Red came again third (13.0%), 
which is explained by the votes of people who did not consider 
red as the fastest in previous question. The main reasons for 
selecting orange and yellow were, e.g., fast, warm, hot, getting 
hotter, close to red, happy, and bright colors that feel active. 

Table 5: Votes for mapping colors to fast tempo. 
Fastest (75 votes) Other fast (115 votes)

Option Number 
of votes 

% of 
votes 

Option Number 
of votes 

% of 
votes 

Red 45 60.0 Red 15 13.0 
Green 0 0.0 Green 0 0.0 
Yellow 2 2.7 Yellow 26 22.6 
Blue 1 1.3 Blue 6 5.2 
Black 5 6.7 Black 9 7.8 
White 4 5.3 White 7 6.1 
Pink 0 0.0 Pink 8 7.0 
Cyan 3 4.0 Cyan 4 3.5 
Gray 1 1.3 Gray 1 0.8 
Orange 5 6.7 Orange 20 17.4 
Brown 0 0.0 Brown 1 0.9 
Purple 1 1.3 Purple 7 6.1 
No opinion 8 10.7 No opinion 11 9.6 

Surprisingly, white was the most voted for the slowest color 
(20.0% of all votes). The next choices were blue (13.3%), black 
(12.0%), gray (12.0%), and brown (10.7%), while 13.3% of 
participants did not state any opinion (Table 6). The reasons for 
selecting these colors were that, e.g., white is a calm, steady, 
stable, slow, neutral, and bland color; blue is cool, slow, serene, 
and cold; gray is a dull color that seems to be slow; and brown is 
calm, down to earth, solid, and boring. When asked that what 
other colors could be mapped to slow songs, the most popular 
answer was gray (18.6% of votes) followed by brown, purple, 
and blue. The reasons were e.g. that a large purple area may be 
relaxing and blue is the opposite of red. 
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Table 6. Votes for mapping colors to slow tempo. 
Slowest (75 votes) Other slow (118 votes)

Option Number 
of votes 

% of 
votes 

Option Number 
of votes 

% of 
votes 

Red 0 0.0 Red 1 0.8 
Green 6 8.0 Green 7 5.9 
Yellow 1 1.3 Yellow 9 7.6 
Blue 10 13.3 Blue 11 9.3 
Black 9 12.0 Black 6 5.1 
White 15 20.0 White 7 5.9 
Pink 1 1.4 Pink 8 6.8 
Cyan 2 2.6 Cyan 7 5.9 
Gray 9 12.0 Gray 22 18.6 
Orange 1 1.3 Orange 2 1.7 
Brown 8 10.7 Brown 15 12.7 
Purple 3 5.0 Purple 11 9.3 
No opinion 10 13.3 No opinion 12 10.2 

The final question was which colors should be mapped to songs 
having a medium tempo (i.e. songs which are not fast nor slow 
either). Two colors, namely green and blue, rise slightly above 
the others with 22.9% and 16.1%, respectively (Table 7). 

Table 7. Votes for mapping colors to medium tempo. 
Medium (118 votes)

Option Number 
of votes 

% of 
votes 

Option Number 
of votes 

% of 
votes

Red 1 0.9 Green 27 22.9 
Yellow 2 1.7 Blue 19 16.1 
Black 1 0.8 White 2 1.7 
Pink 9 7.6 Cyan 2 1.7 
Gray 13 11.0 Orange 13 11.0 
Brown 10 8.5 Purple 9 7.6 
No opinion 10 8.5    

As a conclusion, red seems a safe choice for representing fast 
music. In the case slow or medium songs, the given votes for the 
most preferred colors are so widely distributed that there is no 
solid answer for the selection of right colors. 

4.11. Circles and Spider Web 
The participants were next asked which parts of Figure 11 have 
the fastest tempo. 

Figure 11: Associating circle and spider web objects with 
tempo.

In both cases, the results were roughly similar; 64.0% of 
participants associated the center of pictures with the highest 
tempo. The outer ring and “no opinion” received practically the 
rest of the votes (varying between 12% and 22%), as the ring on 
the middle received only one vote (1.3%) in the circle case.  
When asked the reason for the selection, many commented that 
they selected the center because they consider fast to be small. 
Again, this is in line with the results of Section 4.2, where 
56.0% of the participants voted for small-sized objects to 
represent fast songs. 

4.12. Triangle 
In this question, the participants were asked which corner of a 
triangle (Figure 12) could be mapped to fast music.  

Figure 12: Associating the corners of a triangle with tempo. 

The preferred option was the top (45.3% of the votes), while 
bottom left and right corners received only 6.7% and 12% 
respectively. However, a large portion of the participants 
(36.0%) did not have any opinion on the question. The results 
are in line with the other results of this paper, but as the 
percentages are low, it seems that using the corners of a triangle 
may not be a suitable way for representing musical tempo.

4.13. Lightness 
In this part of the questionnaire, the participants were asked 
which part (top, bottom, left, or right) of the pictures A-D in 
Figure 13 they would select to listen to fast music. 

Figure 13: Associating lightness with tempo. 

In the cases A and B, where the lightness changes vertically, 
half of participants considered that top of the picture should be 
mapped to faster songs than the bottom. One fourth associated 
the bottom of the picture to fast music (Table 9). The direction 
of lightness change thus seems to determine the tempo axis, and 
top dominates over bottom and lightness. In the cases C and D, 
the lightness changes horizontally and the results resemble those 
of pictures A and B. However, the distribution is now more even 
between left and right: while 48% (C) and 42.0% (D) of 
participants associated the right side with fast songs, over 30% 
preferred left.  

Table 9: Votes for pictures with varying lightness. 
Fast music 

A B 
Option Number 

of votes 
% of 
votes

Option Number 
of votes 

% of 
votes 

Top 38 50.7 Top 37 49.3 
Bottom 20 26.7 Bottom 19 25.3 
Left 0 0.0 Left 0 0.0 
Right 4 5.3 Right 5 6.7 
No opinion 13 17.3 No opinion 14 18.7 

C D
Option Number 

of votes 
% of 
votes

Option Number 
of votes 

% of 
votes

Top 1 1.3 Top 2 2.7 
Bottom 0 0.0 Bottom 0 0.0 
Left 23 30.7 Left 24 32.0 
Right 36 48.0 Right 36 42.0 
No opinion 15 20.1 No opinion 13 17.3 
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The results seem to follow the logic that the direction of 
lightness change defines the axis for mapping the tempo. The 
differences between the percentages are low, thus implying that 
lightness may not be the best way to present tempo. 

4.14. Vertical and Horizontal Bars 
In the last part of the questionnaire, the participants were asked 
which area (A-C, Figure 14) seems to have the highest tempo. 

Figure 14: Associating vertical and horizontal bars with tempo.  

As earlier, the results (Table 10) indicate that areas located on 
top or right should be mapped to faster songs than areas located 
on bottom or left. However, this result is largely dominated by 
the Finnish people as almost 70% of them had this opinion. 

Table 10: Votes for vertical and horizontal bars. 
Fast music 

Vertical bar Horizontal bar 
Option Number 

of votes 
% of 
votes 

Option Number 
of votes 

% of 
votes

A 48 64.0 A 7 9.3 
B 0 0.0 B 1 1.3 
C 6 6.0 C 44 58.7 
No opinion 21 21.0 No opinion 23 30.7 

5. Conclusions and Future Work 

We presented the results of our online questionnaire that focused 
on mapping musical tempo to various visual features. It should 
be noted that the results are dominated by the Finnish 
participants. 
According to the results, the number of objects is a good way of 
presenting tempo and high numbers of objects map to faster 
tempos than a low numbers. Also the comics-like approach, 
where tempo was mapped to shapes with varying number of 
corners, was successful as the majority of participants associated 
the higher number of corners with a faster tempo. Especially the 
star shape (84.0%, fast music) and circle (68.0%, slow music) 
received excellent results.  
Over half of the participants (56.0%) preferred small-sized 
objects for presenting fast songs. When combined with some 
other visual feature, the percentage increases further. E.g., in the 
case of circle and spider web objects that were split into multiple 
regions, 64.0% of participants answered that the center of 
pictures (which had the smallest area) has the highest tempo. 
The participants were also shown pictures where the size of 
rectangles increased from left to right, top to bottom, or vice 
versa. When the small rectangles were located on the top and 
large ones on the bottom, 80.0% of participants associated the 
top with fast music. 
Our results indicate strongly that people map tempo to the y-axis 
(instead of x-axis) in such a way that faster songs are located on 
the top and slower songs on the bottom. However, the 
percentage values varied depending on the pictures and the 
formulation of the question. When asked which one of two 
circles in a rectangle has the highest tempo, most votes (c. 40-

60%) were consistently given to circles having the highest y-
coordinate value. For a triangle, the preferred option was the top 
with 45.3% of the votes. In the case of a vertical bar, the 
topmost part received 64.0% of the votes. Because of relatively 
low percentage values, the y-axis should be labeled clearly or 
the visualization should be supported e.g. with some other visual 
parameters discussed in the paper. 
Also in the case of vertical change of lightness, roughly half of 
participants mapped the top of the picture to faster songs than 
the bottom. In the case of a horizontal change, the right side 
dominated. 
The mapping of colors to tempo was also studied. As a 
conclusion, red (60%) seems to be a good choice for 
representing fast music. In the case slow or medium songs, the 
votes for the preferred colors were more distributed, and thus 
there is no answer for the selection of colors. Likewise, the level 
of blur and depth order seem to be poor alternatives for 
representing tempo.  
In the future we will arrange more online questionnaires on 
mapping images to music. Potential topics include e.g. symbols, 
fonts, facial expressions, avatars, user taken photos, listening 
history as well as favorite songs, albums, and artists. It would 
also be interesting to study how much the results improve if two 
or more visual features at the same time are used to represent a 
single musical parameter such as tempo. The results of all 
questionnaires will be used to design new user interfaces for 
mobile music players, which will be then implemented and user 
tested.  
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MacDonald, Raymond

Music – a universal language

We are all musical; every human being has a social biological 
guarantee of musicianship. Not a vague utopian ideal but 
rather a conclusion drawn by an increasing number of aca-
demic researchers involved in investigating the foundations 
of musical behaviour. Moreover, the earliest communications 
between a parent and a child are essentially musical and to 
respond emotionally to music is a defining feature of our 
humanity.  We can indeed sing before we can talk. 

Music plays a greater part in the everyday lives of more people 
than at any time in the past. This is partly the result of the ex-
tremely rapid technological developments that have occurred in 
the last two decades or so, allied to the increasing commercialisa-
tion and economic power of the music industry. In the developed 
countries of the world at least, the widespread availability and 
relative inexpensiveness of MP3 players, the internet, the MIDI 
interface, the video recorder and more means that a vast diversity 
of musical styles and genres is available to us as listeners. The 
ways in which people experience music – as ‘consumers’, fans, 
listeners, composers, arrangers, performers or critics – are far 
more diverse than at any time in the past, as are the range of 
contexts in which this takes place. The topics of musical identities 
and musical communication will be introduced by summarising 
recent work that suggests the ubiquitous nature of music within 
modern life signals possible evolutionary functions of music and 
that our musical tastes and preferences are crucial indicators of 
who we are.  
This lecture will also present overviews of a number of research 
projects highlighting the multifaceted ways in which music plays 
an important role and influences our life.  Research studies utilis-
ing an Indonesian Gamelan that highlight the use of music for 
individuals with special needs will demonstrate how music can be 
utilised to facilitate psychological and musical developments.  A 
summary of a project investigating the provision of music within 
Scottish education will be presented.  This study highlights the 
fundamental importance of improvisation within musical devel-
opment and it will be suggested that improvisation is currently 
a much under used strategy within music education. A number 
of studies showing how music can be used for pain and anxiety 
relief in hospitals will also be presented
In summary, I aim to demonstrate how music is a fundamental 
channel of communication: it provides a means by which people 
can share emotions, intentions, and meanings even though their 
spoken languages may be mutually incomprehensible. It can 
also provide a vital lifeline to human interaction for those whose 
special needs make other means of communication difficult. 
Music can exert powerful physical effects, can produce deep 
and profound emotions within us, and can be used to generate 
infinitely subtle variations of expressiveness by skilled composers 
and performers. 

Herre, Jürgen

Personal Audio – From simple sound 
reproduction to personalized interactive 
rendering

For a long time, one of the foremost goals in audio engi-
neering has been seen in the faithful transmission or repro-
duction of recorded sound for the listeners. More recently, 
with the growing use of computers and digital signal pro-
cessing to create a rich multimedia experience, the notions 
of personalized and interactive audio have gained increas-
ing importance: For many applications, users desire the abil-
ity to interact with the reproduced sound in an intuitive way 
and adapt it to their personal preferences. Applications like 
karaoke/play-along, gaming and teleconferencing call for 
new levels of interactivity. This talk discusses some relevant 
steps on the long road towards comprehensive interactivity. 
Special attention will be given to technologies that enable 
both bitrate and computationally efficient representations 
of interactive sound, including the ongoing developments 
within the ISO/MPEG standardization group.
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Ashby, Simon
Dynamic Audio Mixing for Games

Dynamic Audio mixing techniques have been the mainstay 
of the film and postproduction industries for years. Given 
the linear nature of these mediums, dynamic audio mixing is 
easily controlled and predictable. Mixing game audio brings 
with it many challenges, including performance constraints 
and the non-linear event based triggering of in-game 
sounds. Current game console technology now provides 
enough processing power to allow Sound Engine architec-
tures to support advanced audio pipelines by incorporating 
real-time dynamic mixing functionality. Using real-game 
practical audio examples, this session will demonstrate the 
many positive benefits that dynamic audio mixing can have 
on modern sound design.

Session Topics
The dynamic mixing concepts presented in this session can be 
applied at three different conceptual levels:

• Atomic – focuses on dynamic mixing techniques that can be 
applied to sound entities at the atomic level, only affecting 
individual objects. Real game audio examples will be used in 
the following areas of interest: parameter value randomiza-
tion, distance attenuation, and controlling audio parameters 
in real-time using game data.

• Group – presents advanced mixing techniques that result 
from the dynamic interaction of atomic objects and pa-
rameters combined with behavioral and mixing hierarchies. 
Examples will include: setting audio parameters via event trig-
gers, mix bus routing, auto-ducking, and voice management.

• Global – demonstrates mixing techniques that apply to all 
levels of sound entities. Practical examples include occlusion 
and obstruction, game states, and game environments.
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Grünenberg, Reginald

Beyond Broadcasting’s First Real 
Technology: Interactive Streaming

The convergence of digital media requires a new paradigm 
of interactivity. Traditional broadcasting is already chal-
lenged by a swarm of new applications called weblogs, wi-
kis, social software, mashups and RSS. But the dazzling ca-
reer of the resulting participative and collaborative media 
culture that is summarized as Web 2.0 is not based on new 
technologies. Everything was in place for Web 2.0., exist-
ing tools and programming languages like AJAX were just 
combined in a smart way. Now, Interactive Audio Streaming 
– later also Interactive Video Streaming – comes along as the 
first technology that in itself really goes Beyond Broadcast-
ing. Every single client device gets its own individual stream, 
the composition of which is permanently controlled by the 
user’s interaction, e. g. through cursor movements, clicks, 
speech or his/her GPS data. The number and kind of audio 
sources that can be switched or mixed in real-time is virtu-
ally unlimited: pre-recorded, dynamically generated (e. g. 
text-to-speech) and live audio signals can be mixed into one 
interactive stream. This technology is platform, codec, band-
width and client agnostic (no plug-in). From this perspective 
stationary and mobile Internet are just the same. It’s a new 
audio-interface for every IP enabled client, be it IPTV, net-
work printer, set-top box, car, mobile phone or PC.
Interactive Streaming enables a huge variety of new applica-
tions in the fields of e/mcommerce, e/m-learning, e/m-enter-
tainment, enabling web and online advertising. It will end 
the era of silent movie on the Internet, boost Web 2.0, pro-
vide an infrastructure for the convergence of digital media 
and make Beyond Broadcasting becoming the promise of a 
new generation of interactive, dialogue based technologies. 
We will show some compelling demos and pilot cases.

The Internet is young. It is still a visual and text medium. It has 
not yet learned to speak with us. Of course there is now some 
rich media content, most prominently Flash movies like the ones 
on Youtube. But this is not what we mean. Rich media content 
nowadays is not interactive at all, not dialogue based. It is far 
below the possibilities of the Internet and IP based networks. It is 
an impressive monologue that is still slave to the old Broadcast-
ing Paradigm. Everybody hears and sees the same digital content. 
No chance to (co-)create, control, monitor or influence the rich 
media content coming on my client device. The poor principle of 
this interaction between server and client is “Play/Stop”.

Fig. 1 Common Streaming Technologies

Audiantis, a software start-up based in Berlin and Tokyo, has 
developed a technology that heralds the end of this silent film 
age for the Internet and all intranets. And it is the first of a new 
generation of technologies that will leave behind the Broad-
casting Paradigm. With a fundamentally new procedure called 
Interactive Audio Streaming websites on all IP enabled client 

devices with audio output can be upgraded with a sensitive and 
intelligent audio layer.
It is nothing less than a new audio interface. The visual interface 
will be enriched and becomes more attractive, exciting, infor-
mative, entertaining and – more emotional. The ultimate USP 
(unique selling proposition) of this audio technology is the quick 
creation of emotion. A novel or a movie also creates emotions by 
the meaning of its narration. But that takes far more time. The 
immediate access to the stimulation of emotions is sound. The 
creation of emotion is not (necessarily) an end in itself or just an-
other technique of manipulation and social control. In an increas-
ingly complex world the emotional dimension is best prepared 
to embed naked information that doesn’t mean anything to the 
perceiving and reflecting subject. Sound provides an emotional 
sense of orientation and increases at the same time dramatically 
the memorizing capacity of the brain. This of amplification of 
the sensuous capacities requires that the multimedia industry 
discovers a neglected dimension for creative design and online 
interaction: Audio. 
As an IT start-up we are faced with a rare problem, a problem 
which only then arises when a new technology, with its cargo of 
enormous configurative potential, has to be brought safely down 
to land in the marketplace, descending from the great heights of 
innovation. In order to be meaningfully applied, in order for it to 
realise its potential, this technology presumes a comprehensive 
knowledge of its medium. For the successful implementation of 
our interactive audio streaming, with which all types of browser 
supported applications in intra and Internet can be made audio 
interactive, fundamental knowledge is required of an area that,
as such, doesn’t presently exist: Interactive Audio Design. The 
multimedia industry has to date hardly made any efforts to 
develop the medium of audio. This presents us with the problem 
that, to all intents and purposes, we need to create a new profes-
sion before we can confidently place our product in the hands of 
our sales, and above all, integration partners. We find ourselves 
in an embarrassing situation: We intend to deliver the technol-
ogy for a new sound dimension for the Internet, however are not 
able to place anyone on the corresponding mixing desk. Up to 
now audio has not been a priority for multimedia designers. In 
fact they have shown themselves to be satisfied with the existing 
dominance of image and text on the Internet. The multimedia 
industry has managed to reintroduce the silent film by way of the
Internet. In contrast, we seek to discover the sound button for 
the next era of the Internet. For this purpose we developed to-
gether with the Fraunhofer Institute in Ilmenau guidelines for
interactive audio interface design. Here I would like to praise 
the excellent diploma thesis written by Björn Ullrich under Prof. 
Heidi Krömker, Entwicklung und Evaluation von Audio Design 
Guidelines für eine interaktive Streaming-Software. We have 
just translated this text into Japanese and it will help us a great 
deal to teach web-designers to come up with compelling audio 
interfaces.
But what exactly is Interactive Audio Streaming? As mentioned 
above, the streaming technology presently employed on the 
Internet functions like radio and television transmissions, accord-
ing to the simple sender–receiver principle. Pre-produced files are 
streamed to the user computer in a monotonous fashion, with-
out any further interaction from the server. Our procedure can 
extract a great deal more. It builds an uninterrupted connection 
between the client and the server. We call it a navigated stream-
ing loop. The system’s intelligence and therefore its complexity 
are entirely situated on the server side. All that is required on 
the client side is a tiny player (1-200 KB, depending on the OS 
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installed. Or we use other applications as the player for the interactive stream, most 

importantly Flash. 

Fig. 2  Interactive iSound© Streaming

Instead of the simple turning on and off of a requested stream file, the client-server system 

establishes a permanently navigable circuit which can be controlled by the cursor, i.e. 

movements of the user’s mouse pointer. The stream has a new quality as the user continually 

controls and modulates its configuration. And suddenly each user has his individual stream.

For the first time users can personalize their streams because language, gender of the speaker, 

background music, help functions etc. are just different data sources that be mixed 

interactively – that means anytime during the streaming session – and in real-time into the 

stream.  Besides, bandwidth is not an issue. iSound© streaming can use any codec and even 

switch dynamically between them depending on the client and the available bandwidth.

In the standard scenario of an audio-interactive website the user controls the composition of 

the interactive stream by means of mouse-over commands of the cursor. The result is a 

reduction of the high communication inhibition threshold built up by the existing “Point & 

Click” GUI paradigm. The requirement that every interaction be initiated by a mouse click 

continually places the user in a decision-making situation. Click actions have to an extent a 

binding character. Whoever clicks on a banner or a link either leaves the site or at the least 

expresses their agreement with the opening of a new browser window covering the previous 

one. Whoever clicks allows data to be transferred to their computer in the case of a download 

or even permits money to be transferred from their account. Whoever clicks may have even 

signed a contract as in the case of online auctions or the acceptance of licence conditions. 

of the client device) that is transmitted at the tip of the stream 
and, when the user allows, is automatically installed. Or we use 
other applications as the player for the interactive stream, most 
importantly Flash.

Fig. 2 Interactive iSound© Streaming

Instead of the simple turning on and off of a requested stream 
file, the client-server system establishes a permanently navigable 
circuit which can be controlled by the cursor, i.e. movements of 
the user’s mouse pointer. The stream has a new quality as the 
user continually controls and modulates its configuration. And 
suddenly each user has his individual stream.
For the first time users can personalize their streams because 
language, gender of the speaker, background music, help func-
tions etc. are just different data sources that be mixed interac-
tively – that means anytime during the streaming session – and 
in real-time into the stream. Besides, bandwidth is not an issue. 
iSound© streaming can use any codec and even switch dynami-
cally between them depending on the client and the available 
bandwidth.
In the standard scenario of an audio-interactive website the user 
controls the composition of the interactive stream by means of 
mouse-over commands of the cursor. The result is a reduction 
of the high communication inhibition threshold built up by the 
existing “Point & Click” GUI paradigm. The requirement that 
every interaction be initiated by a mouse click 
continually places the user in a decision-making 
situation. Click actions have to an extent a binding 
character. Whoever clicks on a banner or a link 
either leaves the site or at the least expresses their 
agreement with the opening of a new browser 
window covering the previous one. Whoever clicks 
allows data to be transferred to their computer in 
the case of a download or even permits money to 
be transferred from their account. Whoever clicks 
may have even signed a contract as in the case of 
online auctions or the acceptance of licence condi-
tions. Click actions quite frequently initiate interac-
tions with a high degree of commitment and with 
far reaching consequences. This is without doubt 
an intended and useful facility as the Internet 
is also there for the completion of valuable and 
legally validated transactions. 
However a freer, less binding form of movement 
for visitors to websites is missing. As the interac-
tive stream is continuously available – especially in 
the case of mobile Internet where it is often started long before 
the page has configured – and audio events can be initiated with 
a latency of on average 1 second, we have decided in favour of 
the mouse-over approach. Thus we can create very smooth audio 

interfaces that seamlessly switch and overlay without disruption 
various audio sources. We only understood very lately that this is 
indeed the first step beyond the Broadcasting Principle. Initially 
we just wanted to put some intelligent sound on websites. For 
this purpose we invented the process of “real-time mixing of 

signals within the source”, the very heart of our 
iSound© server and central claim of our patents. 
Then we progressively discovered how much and 
what kind of content we can mix into the stream, 
namely pre-recorded, live and dynamically created 
sound like the one from text-to-speech software. 
At the next level we saw that the composition of 
the stream does not necessarily need to be con-
trolled by a cursor. Why not giving the user’s GPS 
data the control over the interactive stream? And 
now there is no limit any more. How about meta-
bolic data like blood pressure or temperature? 
How about financial data from stock exchange? 
Most recently the CEO of the Japanese company 
Weathernews suggested an iSound© based 
internet radio project that is directly connected to 
earthquake early warning systems. 
All those applications have become possible 

because we have opened the classical stream that was impris-
oned between a simple storage medium on the server-side and 
a proprietary plug-in on the client-side. Client and server are 
now open variables on both ends of the stream. On the server-
side we can mix any data content – not only audio but also e. g. 
commands to trigger events on the client – into each individual 
stream. On the client-side we can choose existing or design new 
controls for the interactive stream. Thus we can now define 
what Beyond Broadcasting means: the receiver has in principle 
unlimited and permanent control over the content transmitted 
by the sender. Interactive Audio Streaming with iSound© is, as 
far as we know, the first technology that is governed by this new 
paradigm. And the vast field of applications indicates that there 
is something fundamentally new about this process that we only 
grasped very slowly. As the iSound© server is codec and client 
agnostic, furthermore the core is extremely small with 430 KB 
programmed in standard C++. Thus it can be easily integrated in 
any soft- and hardware environment.

Fig. 3 Fields of Application of Interactive Streaming

Of course we are looking forward to apply this principle to video 
streaming. But there is a lot of R&D ahead of us. In the meantime 
we will start as many new audio applications as possible in order 
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experiments is an internet radio based on iSound©. It is our Japanese iRadio Project that will 
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to learn more about this new paradigm. One of our new and ex-
citing experiments is an internet radio based on iSound©. It is our 
Japanese iRadio Project that will start this year on www.iradio.jp. 
Motorola and Apple had an iRadio project until the dropped their 
alliance in 2005. We also target like they did the mobile phones. 
And it will be much easier for us to get access to the devices as 
we don’t need huge plug-ins.

Fig. 4 Internet Radio Project with iSound Streaming: www.iRadio.jp

At the first level we want to aggregate selected (or potentially all) 
internet radios similarly to Shoutcast. We want to use them as 
background music and eventually feature or even promote them. 
The second level is the dedicated Japanese content for indepen-
dent music where we will feature new artists and bands. On the 
third level we want to over vocal content on any kind. We will 
provide an open API so that third parties can offer their content 
through our iRadio. The fourth level is where my own contents 
are mixed into the radio stream, e.g. audio RSS or e-mail reader. 
The visual interface will not just be a website but at the same 
time the iRadio itself. The user or rather the listener can personal-
ize and schedule the radio programme by navigating through a 
liquid and smooth audio-interface. We believe that this will be a 
most compelling user experience. And we believe that it prepares 
a huge and now technology based leap of digital media in a new 
era Beyond Broadcasting.
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Johnsen, Gisle

Interactive composing for young students 
– The Music Delta system

It is a fact that young people today spend most of their time 
listening to music and surfing on the Internet. At the same 
time there is a great need in the education system to encour-
age the student’s creativity. It is important that the educa-
tion system use this fact and incorporate the use of Internet 
and music in the education of kids and young people.
Grieg Music Education (GME) has developed a system that 
enhance the creativity of kids and young people by using 
Internet as a communication system and music as a tool for 
the students to be creative.
The GME system called Music Delta, is the first system world-
wide that use all the possibilities that you may find in a Learn-
ing Management System (LMS). Music Delta is delivered as a 
teaching package through the schools LMS. It opens directly 
in the LMS and make use of all the tools within the LMS. The 
administrator give the students access to what he / she wants 
them to use within Music Delta. In addition the students may 
upload whatever text, picture, video, music or sound they 
have in their own portfolio and use their owm materials di-
rectly in Music Delta. All their work within Music Delta will 
also be saved in their portfolio in the schools LMS. GME is 
the first company that have developed educational tools and 
packages build on the AICC and SCORM standards.

Learning Management Systems
The use of Learning Management Systems is a new and modern 
way for the education system to organize the students work and 
many countries now incorporate the use of Learning Manage-
ment Systems (LMS) in the education. In Norway the kids now 
start using an LMS at the age of six.
The Learning Management Systems also open up for digital and 
interactive teaching programs. The publishing companies have 
started developing digital resources to be used instead of ordinary 
books. Anyway, most of the digital resources used today, are only 
traditional books presented on the Internet, containing only text 
and pictures. And they do not enhance the kids creativity. Grieg 
Music Education’s system, Music Delta, really enhance the creativ-
ity of kids and young people by using Internet as a communica-
tion system and music as a tool for the students to be creative.
Music Delta, make it possible for kids and young people to work 
and collaborate with music across classrooms and homes and 
across borders of different kinds. In MusicDelta students can cre-
ate music, share music ideas, viewpoints and recorded music in 
addition to mix their own productions with professional produc-
tions. MusicDelta enable students from different countries to 
work online, sharing and composing music together. They may 
publish their new music on their own ArtBlog. Music Delta – AN 
INTERACTIVE ROOM FOR KIDS AND YOUNG PEOPLE Music Delta 
is an interactive room where the users log in from any computer. 
They all have their own profile with a personal username and 
password. 
Within Music Delta the users can meet other kids from the 
school, the city, the country or from the whole world, depending 
on what the teacher or school decide. In this way they may invite 
other kids to collaborate, creating new music. Creating music 
is one of the main purposes in Music Delta. Here the users find 
many interactive tools, in which they may create their own music.
After producing their own music, the users may publish the music 
or music video on their own blog within Music Delta. If the school 
permits it, they may also publish their new compositions on their 
own webside, on Myspace etc.
One important aspect is that Music Delta opens for collaboration 
between students from different parts of the world.

A brief introduction to the interactive 
tools in the Music Delta

Learn about Sound: This is an interactive tool that let the students 
learn how a sound is created and how to manipulate the sound. 
The students can try how the theories work by using the interac-
tive tools.

Manipulating the sound: This is a tool that learn the students 
how to manipulate the sound played by instruments by the use 
of digital effects like Chorus, Reverb, Distortion, Flanger and 
Equalization

Composition: In Music Delta the students can read about com-
position and how to create their own music, and after having 
read the theories, they can hear and see famous composers from 
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